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The use of corpora represents a widespread methodology in interpersonal

perception and impression formation studies. Nonetheless, the development of a

corpus using the traditional approach involves a procedure that is both time- and

cost-intensive and might lead to methodological flaws (e.g., high invasiveness).

This might in turn lower the internal and external validities of the studies. Drawing

on the technological advances in artificial intelligence and machine learning,

we propose an innovative approach based on deepfake technology to develop

corpora while tackling the challenges of the traditional approach. This technology

makes it possible to generate synthetic videos showing individuals doing things

that they have never done. Through an automatized process, this approach allows

to create a large scale corpus at a lesser cost and in a short time frame. Thismethod

is characterized by a low degree of invasiveness given that it requiresminimal input

from participants (i.e., a single image or a short video) to generate a synthetic video

of a person. Furthermore, this method allows a high degree of control over the

content of the videos. As a first step, a referent video is created in which an actor

performs the desired behavior. Then, based on this referent video and participant

input, the videos that will compose the corpus are generated by a specific class

of machine learning algorithms such that either the facial features or the behavior

exhibited in the referent video are transposed to the face or the body of another

person. In the present paper, we apply deepfake technology to the field of social

skills and more specifically to interpersonal perception and impression formation

studies and provide technical information to researchers who are interested in

developing a corpus using this innovative technology.

KEYWORDS

corpus, interpersonal perception, impression formation, artificial intelligence, machine

learning, deepfake, synthetic video

Being interviewed, participating in a professional meeting, making a presentation in

front of an audience, or socializing with new colleagues are all situations that require

social skills. In these situations, individuals typically want to convey a good impression.

Investigating factors contributing to conveying a good impression is crucial to give clear

recommendations to individuals seeking to improve how they are perceived by others. For

instance, researchers might be interested in investigating the role of smiling or nodding
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(presence vs. absence of each behavior) during a job interview

on the interviewee hireability. The traditional research approach

usually investigates the effects of smiling and nodding on hireability

by relying on naturalistic data through the creation of corpora.

The creation of a corpus consists in compiling videos showing

spontaneous or staged behaviors in a given social interaction to test

a research question. These videos are then watched and evaluated

by participants or judges to test the research question and hence to

draw conclusions.

While the use of corpora allows investigating a wide range

of research questions, this method presents some limitations.

For instance, to investigate the role of smiling and nodding on

hireability, researchers first need to create a corpus by recording

individuals participating in a job interview. The goal is to collect

videos showing variation in terms of smiling and nodding between

targets. Targets are either participants or actors. As a next step, the

videos are rated by a pool of judges to collect data on the perceived

hireability of the individuals. The challenge for researchers in such

studies is to disentangle the effects of smiling and nodding to assess

the extent to which smiling on one hand and nodding on the other

hand contribute to perceived hireability. Researchers might also

be interested in assessing the interaction effect between smiling

and nodding. Disentangling these two nonverbal behaviors can be

done through coding. Nonetheless, this disentangling is not an easy

task in natural stimuli given that they might be confounded in

one person.

To tackle this challenge of isolating behaviors, researchers can

decide to rely on actors over participants to create a corpus. The

use of actors allows developing a corpus composed of staged

behaviors, as opposed to spontaneous behaviors. For instance, an

actor can be trained to either only smile or nod as well as to do

both or neither, during the job interview. As a result, four videos

compose the corpus in which the effects of smiling and nodding are

clearly disentangled.

Nonetheless, this method presents several limitations. First, it is

resource-intensive given that the actor should be trained to exhibit

the desired behaviors. While participants are not trained, this

method is also resource-intensive given that the corpus should be

composed of a large pool of participants displaying a wide range of

spontaneous behaviors. Second, researchers should also make sure

that all staged behaviors are maintained constant across the videos

to avoid methodological flaws such as the presence of alternative

explanations that would have negative consequences in terms of

causal claims (Shadish et al., 2002). Finally, the corpus should be

composed of different targets to establish the external validity of the

study, hence rendering the development of the corpus even more

challenging (Shadish et al., 2002).

This paper proposes an innovative approach based on deepfake

technology to develop a corpus that tackles the challenges of the

traditional approach. This technology makes it possible to generate

realistic videos that use artificial intelligence and machine learning

techniques to portray people doing things that they have never done

(Westerlund, 2019) or being someone different (e.g., younger/older

self or feminine/masculine self; Shen et al., 2020; Zhu et al., 2020;

Alaluf et al., 2021). Specifically, this technology makes it possible

to combine the advantages of relying on participants (i.e., large

sample size, diverse population) and on actors (i.e., control over

the content of the videos). For instance, it makes it possible to

generate a large number of videos showing different individuals

either smiling, nodding, or both during a job interview, exactly in

the same way, at the same time, and for the same duration, at a

lower cost, and in a short time frame. It also allows creating another

corpus where the same individuals have a different appearance such

that they can appear older or more heavyset. Here, the behavior

remains the same but individuals’ features are changed.

The present paper contributes to the literature on interpersonal

perception and impression formation in several ways. First, we

contribute to the literature by presenting how this innovative

approach tackles the challenges of the traditional approach. Second,

we provide technical information to researchers who are interested

in developing a corpus using these innovative technologies.

Innovative approach of generating
synthetic videos

Overview of the innovative approach

A new class of algorithms has emerged that facilitates the

creation of videos in which individual’s behaviors or features

are controlled or manipulated. These videos, popularly known as

deepfakes, allow researchers to control the facial expression (Thies

et al., 2016), head motion (Chen et al., 2020), lip sync (Prajwal et al.,

2020), and body posture (Chan et al., 2019) of an individual in a

given video. It is also possible to face swap (Nirkin et al., 2019;

Xu et al., 2022) or to change the facial and/or body features of

individuals (Shen et al., 2020; Zhu et al., 2020; Alaluf et al., 2021;

Frühstück et al., 2022). Hence, the particularity of this technology

is that it makes it possible to generate artificial videos in which the

behavior and/or appearance of the individuals are purely fictional

(Westerlund, 2019). This approach is particularly attractive to

researchers willing to develop large-scale corpora in which they

need to have a high degree of control over the content of the

videos. Furthermore, this technology appears attractive because it

is more accessible than we think and less resource-intensive than

the traditional approach. To artificially generate a video portraying

a specific individual, researchers need a target input (i.e., an image,

such as a selfie, a full body image, or a short video of the target)

and a referent video (i.e., a video of an actor performing the

desired set of behaviors which is later transposed to the target’s face

and/or body).

Technical characteristics of deepfake
technology

A specific class of machine learning algorithm known as

generative adversarial network (GAN) (Goodfellow et al., 2020)

generates the videos. The GAN is renowned for its capability to

generate photorealistic images (Karras et al., 2019) and videos

(Clark et al., 2019) that control the individual’s appearance

and motions (see also Bregler et al., 1997; Thies et al., 2016;

Suwajanakorn et al., 2017). GAN takes inspiration from game

theory to generate artificial multimedia output. During the training
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of such an algorithm, two models are trained simultaneously: a

generator which tries to generate artificial videos or images while

maintaining the identity of a given target, but with basic controls

on the motion and the behavior exhibited by the target; and a

discriminator which tries to discriminate the generated output

from the images or real videos (short video of the individuals). The

overall objective of the generator is to fool the discriminator by

generating outputs that are indistinguishable from the real video

while the discriminator tries to correctly distinguish the synthetic

output from the real videos. As the training proceeds, it reaches

an equilibrium state where the discriminator cannot distinguish

artificial output from real world output and at the same time the

generator cannot generate better images or videos.

The quality of the synthetic videos generated using GAN

depends on multiple factors like the choice of loss functions,

the network architecture, and the quality of the videos used in

the training of these models. Loss functions are mathematical

formulations of the training process and the desired result that

one expects the GAN to produce. For example, the game theory-

based objective discussed in the previous paragraph is known as the

adversarial loss (Goodfellow et al., 2020). Similarly, loss functions

like perceptual loss (Johnson et al., 2016) ensure that the synthetic

videos are perceptually similar to the real videos for the human eye.

Generally, deepfake methods use different types of loss functions to

control the quality of the generated videos. Apart from the choice

of loss functions, another important decision in GAN training is

the choice of the network architecture for the generator. The GAN

architecture plays a major role in determining the resolution of

the video and in controlling the fine-grained details like the skin

and hair texture in the genereated images. Two of the most famous

generator architectures used in GAN for deepfake video generation

are U-net (Ronneberger et al., 2015) and Pix2Pix-HD (Wang et al.,

2018b). Similarly, styleGAN (Karras et al., 2019) is commonly used

for gender and age based modifications.

Different types of synthetic video generation techniques exist

depending on the desired behavior that needs to be transposed

and the data required to train these GAN models. Specifically,

the overall video generation process can be categorized into two

techniques, namely face transfer and pose transfer techniques,

primarily focusing on facial and body behaviors, respectively. On

the one hand, the face transfer technique relies on face morphing

(changing the face of an actor in a given video to the face of the

intended individual; Natsume et al., 2018; Nirkin et al., 2019) and

facial re-enactment (transferring the behavior of the actor to the

upper body of the individual; Thies et al., 2016; Wu et al., 2018)

to generate videos with upper body motions like head nodding,

facial expression changes, and lip sync. On the other hand, the pose

transfer technique allows researchers to transfer the complete body

behavior of an actor, involving limbs and torso movement, onto

the body of the target. A famous application of the pose transfer

technique is “Everybody dance now” by Chan et al. (2019). Using

just a few clips of the randommotions of a given target, a new video

is created in which that same target dances like an expert.

The vid2vid (Wang et al., 2018a) model released by Nvidia

is one of the state-of-the-art models available online for users to

generate these pose transfer videos. Similarly, based on the type

of data required to train these GAN models to generate deepfake

videos, further categorization is done over the available algorithms.

For example, deepfake techniques traditionally require multiple

videos of a target to make high-quality deepfake videos (Kietzmann

et al., 2020), while new methods like one-shot deepfake algorithms

can generate high-quality videos with just a single image of a

target. First order motion model (FOMM; Siarohin et al., 2019) is a

well-known one-shot deepfake generation model that can generate

deepfake videos with the upper body motion of an actor using one

single image of a target as the input.

Developing corpora: a two-step process

Applying this technology to corpus development, the video

generation consists of a two-step process. First, researchers need

to create a referent video (i.e., referent input) in which an actor

performs the desired behavior. Second, input from participants

(i.e., target input) is needed; either a standard portrait-like image

(e.g., a selfie) or a standard motion video. Creating the standard

motion video, for pose transfer, involves recording a video of each

target performing a predefined set of motions (e.g., by asking

the participant to watch a video of an actor exhibiting these

predefined motions and to reproduce the motions at the same time

while being video-recorded). The content of the predefined set of

motions depends on the research topic and the research topic then

determines which technology to use to develop the study material.

Face transfer technology is appropriate to generate a corpus for

which the research question focuses on the upper body of an

individual (e.g., facial expression, head motion), such as in a job

interview setting in which the interviewees are requested to sit

at a desk. Because of the focus on the upper body and head/face

region, face transfer techniques can also be used with GAN face

editing (Shen et al., 2020; Zhu et al., 2020; Alaluf et al., 2021) to

create deepfake videos with age and gender based variation. For

example, one could render the face of a male target more feminine

or the opposite (Zhu et al., 2020). Pose transfer technology is

appropriate when the focus is on the whole body (e.g., posture)

and for which the facial expressions are of lesser importance, such

as in a public speech delivered in front of a large audience. Using

pose transfer technology to transpose facial expressions would lead

to a suboptimal rendering. Given that this technology focuses on

capturing motions associated with a complete body, it struggles to

accurately capture the fine-grained motions associated with facial

muscle movements. Accordingly, on the one hand, if the study

concerns the upper body, the predefined set of motions involves a

set of dynamic facial expressions and head movements based on

the desired motions of interest. On the other hand, if the study

concerns the whole body, the predefined set of motions involves

body movements, such as hand gestures, moving sideways, and

head positions.

The standard motion video is then used to train a GAN

model to generate videos maintaining the identity of the given

target, but showing a new and different set of behaviors. A

separate set of machine learning algorithms is used to extract the

information related to facial expressions (Baltrusaitis et al., 2018),

head motions (Murphy-Chutorian and Trivedi, 2008; Baltrusaitis

et al., 2018), and joint movements (Cao et al., 2017) from the
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referent video (i.e., set of motions of the actor to be reproduced).

This information about the desired motion, along with a person-

specific GAN model, is later used to generate the set of synthetic

videos showing the target making the same movements as the actor

in the referent video.

Many state-of-the-art pose transfer methods like vid2vid,

“Everybody dance now” (Chan et al., 2019), and face transfer

techniques follow these steps to generate deepfake videos.

Generally, these GAN models are tuned toward the identity of a

specific individual, and a separate model is required to be trained

for every new individual. However, considering that the behavior

of the actor is common for all individuals, the information about

the desiredmotion can be reused. Contrary to the above step, a one-

shot deepfake technique like FOMM (Siarohin et al., 2019) does not

require the training of separate GAN models for different targets

and uses its own standard technique to track the motions of the

actor. Deepfake video generation using FOMM requires just the

facial image of the targets and the referent video. Finally, depending

on the algorithm used and the computing-power available, the

experimental material can be created in less than a week.

Deepfake videos are typically created on computers equipped

with GPUs. On a system with one V100 GPU card with 16 GB of

GPU memory, 48 core CPU, and 225 GB RAM, it takes close to

10 h to train a single vid2vid model using a 3-min video clip of a

person at 15 frames per second and a resolution size of 256 × 256.

However, withmultiple cards and by reusing unused GPUmemory,

multiple videos can be created in the same time frame. Contrary

to vid2vid, one-shot deepfake techniques like FOMM can create a

3-min video clip on a similar machine in less than 5 min.

Contributions of this innovative approach

Applied to the field of interpersonal perception and impression

formation, we believe that deepfake technology is an opportunity to

create new corpora easily and in amore standardizedmanner. First,

this innovative approach is particularly suited for research which

requires having a high degree of control over video-based corpora.

For instance, imagine that researchers want to assess the effect of

ethnicity on the perception of charisma during a public speech.

To do so, they first need to develop a corpus showing individuals

of different ethnic backgrounds delivering a charismatic speech.

When creating the corpus, researchers should avoid the presence of

alternative explanations as much as possible (Shadish et al., 2002).

Ideally, the speakers should exhibit exactly the same behavior, at

the same time, and the length of the speech should be the same,

such that the only variation between the videos is the ethnicity

of the speakers. Approaching this level of standardization with a

traditional approach might be easier to access with a small sample

of targets (i.e., staged behaviors displayed by a few trained actors).

Nonetheless, a corpus composed of only one or a few individuals

of different ethnic groups lowers the generalization of the findings,

given that the results can be attributed to the speakers themselves

(e.g., depending on their appearance such as their attractiveness

and femininity/masculinity; see Todorov et al., 2015; Antonakis

and Eubanks, 2017) and not to the ethnicity of the speakers. Hence,

in the quest for external validity (Shadish et al., 2002), the sample of

targets should be large enough, such that the corpus would include

people with various appearances and from different ethnic groups.

For instance, imagine that researchers are interested in

assessing the effect of Hispanic/Asian ethnicity on the perception

of nonverbal charismatic signaling during a public speech and they

target a sample of 80 participants for each ethnic group delivering

a charismatic speech. Applying the innovative approach to this

research question implies that researchers first need to create a

unique referent video showing an actor delivering a charismatic

speech using nonverbal tactics. Second, they need a pool of 160

participants (i.e., 80 targets per ethnicity) each of whom is asked

to provide either (a) a selfie if the focus is on charisma in the

face or (b) a short head-to-toe video if the focus in on charisma

in the body. In the case of charisma in the face, face transfer is

then used to produce a corpus of 160 synthetic videos showing

charisma in facial expressions each starring a different person. In

the case of charisma in the body, pose transfer is then used to

produce a corpus of 160 synthetic videos showing charisma in body

movements each starring a different person. Through the referent

video and target input, deepfake technology allows to create a set

of synthetic videos showing the 160 targets delivering exactly the

same nonverbally charismatic speech, meaning delivering a speech

while having exactly the same nonverbal behavior, at the same time,

and with the same amplitude. The large sample size obtained in

this deepfake-based corpus provides a wide range of target look in

each group, henceminimizing the threat of alternative explanations

that may be caused, for instance, by the low attractiveness and

asymmetrical appearance of certain speakers and how they are

perceived (see Antonakis and Eubanks, 2017).

Second, this innovative approach is also attractive to

researchers interested in developing materials involving

an experimental manipulation, from the straightforward

presence/absence of behaviors to subtle changes in motion.

For instance, to date little is known about the effects of gazing,

nodding, and smiling during a job interview, and particularly in

a highly controlled setting (Renier et al., work in preparation).

Manipulating the presence and absence of these motions across

videos while controlling other factors in the videos, such as other

facial expressions, with a sufficiently large sample to establish

external validity (Shadish et al., 2002), is highly challenging.

Researchers willing to adopt such an experimental approach are

traditionally constrained to develop material using a single or

a restricted pool of actors as it takes time to train them to be

able to act out an acceptable level of standardized behavior while

exhibiting the desired manipulated behavior.

Drawing on this innovative approach, Renier et al. (work

in preparation) addressed this research question using face

transfer technology. In their study, they investigated the effect

of interviewee immediacy behaviors on interview ouctomes (i.e.,

impressions in terms of competence, warmth, and overall favorable

impression) by conducting two within-subject experiments. The

experiments had four conditions with different combinations of

nonverbal behaviors selected based on the literature and constraints

associated to deepfake. Following the two-step process mentioned

earlier, the researchers first created a referent video for each

condition. For the first condition, the referent video showed

the actor gazing while occasionally nodding and smiling when
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listening to the interviewer question. For the second condition,

the referent video showed the actor gazing while occasionally

nodding. For the third condition, the referent video showed

the actor only gazing. Finally, for the fourth condition, the

referent video showed the actor neither gazing, nor nodding, nor

smiling. For the second step, they gathered target inputs by asking

participants to submit one image of themselves (i.e., a selfie-

like image) through an online questionnaire. After conducting

a quality check on the submitted target input, the researchers

used a sample of 157 selfies, which were then used to generate

the synthetic videos in the four conditions. In total, the corpus

was composed of 628 synthetic videos, representing the motions

of the four referent videos transposed onto the face of each

of the 157 participants. In Study 1, participants were asked to

assess the impressions they thought they conveyed based on

their own synthetic videos. In Study 2, the researchers then

collected data on other-perception relative to interview outcomes

by asking a pool of 823 judges to watch four videos (one video

per condition, each video showed a different individual) and to

report their impression of the interviewees (i.e., interview outcomes

mentioned above).

Overall, this technology allows researchers to conduct studies

using a more fine-grained approach by disentangling the effects

of specific behavior such as head motions (e.g., nodding, gazing)

or body posture (e.g., open gesture, moving). Furthermore,

studying a wide range of behaviors from facial expressions (e.g.,

surprise, anger) to head motions (e.g., nodding, gazing) as well

as body posture (e.g., open gesture, leaning, moving), including

the study of small variations of such behavior, such as the

intensity of a smile or gaze frequency during a job interview, is

now possible. Hence, it is now conceivable to study the effect

of a single specific cue or behavior across a wide range of

individuals. For instance, it would be interesting to investigate

how a cue or behavior is perceived in a specific situation (e.g.,

job interview, public speech) depending on the age, gender,

ethnicity, haircut or hair color, clothes, or attractiveness of the

individuals, to only cite a few examples. Such research would

require having only one single referent video and collecting

pictures or short videos of individuals with the desired appearance

or demographics.

Besides looking for individuals with different appearance or

demographics, one might want to study the same individuals,

but experimentally manipulate their appearance (i.e., artificially

change their features). More particularly, one might want to

generate thin-slice videos where targets nod and smile while

varying the appearance of the targets to make them appear

younger or older, or as female or male. To illustrate, another

example of experimental manipulation is the use of deepfake to

manipulate the targets’ behaviors and features. Bekbergenova et

al. (2023) aimed at testing the effect of charismatic signaling and

gender on market potential. In their study, they first transformed

pictures of 13 male targets into female targets and vice versa (12

female targets into male targets). Second, they used face transfer

to synthesize videos of the targets shown alongside the (non-)

charismatic entrepreneurial pitch participants rated. This research

provides additional evidence that deepfake technologies can be

used to avoid idiosyncratic differences. Such an approach enabled

them to perfectly control the nonverbal behaviors expressed across

25 targets while maintaining constant individual factors across

conditions (e.g., age, appearance, attractiveness).

Comparing traditional and innovative
approaches

The traditional approach of developing
corpora

Social skills can be defined as a set of behaviors that individuals

learn to effectively communicate and interact with others (Gresham

and Elliott, 1990; McClelland and Morrison, 2003; Lynch and

Simpson, 2010; Gresham, 2016). For instance, social skills include

the ability to collaborate with others, initiate a relationship,

participate in a discussion, organize a group meeting, help others,

and show empathy. Hence, social skills are critical in interactions

with others on an everyday basis at school, work as well as in

personal settings (Salzberg et al., 1986; Wentzel, 2009; Lynch and

Simpson, 2010; Davies et al., 2015; Agran et al., 2016; Bessa et al.,

2019).

Social skills research is a broad field. For instance, literature has

extensively examined the role of social skills interventions on skills

development for individuals, in general, as well as for individuals

with disorders or additional needs (e.g., Scattone, 2007; Bohlander

et al., 2012; Gresham, 2016; Olivares-Olivares et al., 2019; Soares

et al., 2021). Research has also investigated social skills in the fields

of sports (e.g.,Vidoni andWard, 2009; Bessa et al., 2019; Irmansyah

et al., 2020), success in the workplace (e.g., Salzberg et al., 1986;

Phillips et al., 2014; Agran et al., 2016), clinical communication

between patients and clinicians (e.g., Schmid Mast, 2007; Schmid

Mast et al., 2008; Carrard et al., 2016), public speaking (e.g., Bauth

et al., 2019; Kleinlogel et al., 2021), and leadership (e.g., Groves,

2005; Riggio and Reichard, 2008; Singh, 2013; Tur et al., 2022).

Examples of social skills research, and more specifically research

related to interpersonal perception and impression formation, are

identifying verbal and nonverbal behavioral factors that positively

influence the impression made on an audience when delivering a

public speech or the perceived hireability of an applicant during

a job interview. Identifying such behaviors is crucial in order to

give clear recommendations to individuals seeking to improve the

impression they convey to others.

From a methodological lens, investigating interpersonal

perception and impression formation can require the use of corpora

in which either staged or spontaneous interpersonal interactions

are captured (e.g., Street and Buller, 1987; Riggio and Reichard,

2008; Vidoni and Ward, 2009; Chollet et al., 2013; Frauendorfer

et al., 2014; Carrard et al., 2016; Olivares-Olivares et al., 2019).

Researchers might decide either to rely on secondary data or to

collect data by video-recording social situations. The former option

consists in using already existing data, i.e. using a corpus that

was developed for the purpose of other research. This option

is less resource-intensive, but it has some limitations given that

the researchers must deal with the constraints of the existing set

of video-recordings. Therefore, they do not have control over

its content, such as the composition of the sample, the type
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of social interaction, the length of the interaction, or the angle

of the recording (Blanch-Hartigan et al., 2018). Hence, it might

be difficult for researchers to find secondary data fitting their

research question.

These constraints make the latter option of creating a corpus

attractive as the researchers can design all the parameters of

the video-recordings. Traditionally, the development of a corpus

requires the recruitment of targets (i.e., actors or participants) who

are then asked to place themselves in a specific situation involving

a social interaction while being video-recorded. Although widely

relied upon in research, this approach raises several challenges

in terms of resources and methods. Table 1 reports the different

phases of corpus development for each approach (i.e., traditional

and innovative), from the recruitment to the recording phase,

and the extent to which each method is resource-intensive (i.e.,

in terms of time and budget) using a scale ranging from low,

moderate, to intensive. Table 1 also reports the implications of

each method in terms of (a) invasiveness and control and (b) the

internal and external validities of the research. Through this table,

we aim to highlight the extent to which this innovative approach

contributes to corpus development by alleviating the challenges and

methodological flaws of the traditional approach. We call future

research to further discuss the points raised in our work and to

provide empirical evidence of the added value of the innovative

approach over the traditional approach of creating corpora in the

field of social skills studies.

Two approaches requiring di�erent
resources

A corpus can be created using the traditional approach through

two main methods, namely by relying on trained actors enacting

staged behaviors or on participants (in laboratories or in real-

life settings) showing spontaneous behaviors. In the first step,

the development of a corpus requires a recruitment phase (see

Table 1). Recruiting the targets (i.e., actors or participants) has

several implications. The recruitment of actors typically happens

when the researchers plan to give clear directions on how to behave

during the social interaction of interest. In this case, a training

phase is needed for the actors to exhibit the desired behavior. Once

the actors are trained, the video-recordings phase can start.

Researchers might decide to recruit only one actor or several

actors. Creating a corpus using several actors exhibiting the same

behavior contributes to establishing the external validity by having

a more diverse population in the corpus (Shadish et al., 2002).

Choosing to rely on several actors might thus appear to be the

best option. Nonetheless, using actors might be costly because it

implies an intensive preparation before starting the recording. This

preparation includes creating the protocol that the actors should

follow during the video-recordings and a training phase to make

sure that the actors will exhibit the desired behavior. The more the

actors, the more costly the preparation becomes. This is because it

takes time and requires an additional budget prior to the recording

phase.Moreover, the actors’ behaviormight not be exactly the same,

hence lowering the internal validity of the research. Furthermore,

researchers should define precisely which actors to recruit for their

video-recording given the implications in terms of external validity.

Participants are recruited when researchers plan to capture

spontaneous behaviors or when it is not clear which cues would

compose a specific behavior. This method is also used when

researchers seek variations found in the population rather than

having only a couple of actors in the corpus. Contrary to

actors, participants are instructed to behave as they would in

real life. This method thus does not require a training phase,

but the recording phase is longer given the larger sample size.

Finally, researchers might also decide to record individuals in

real-life settings. This method requires a prospecting phase as

researchers need to find organizations willing to participate in their

study. Furthermore, this method raises data privacy issues. For

instance, research investigating physician-patient communication

should find physicians that agree to be videotaped during their

consultations and patients should give their consent (e.g., Street and

Buller, 1987; Schmid Mast et al., 2008).

Furthermore, an additional cost might arise from the use of

participants (i.e., spontaneous behaviors) in more or less scripted

situations as compared to the use of actors (i.e., staged behaviors):

assessing and preparing the video-recording for a specific study.

For instance, for the purpose of a study investigating listening

behaviors during a job interview, in the case of staged behaviors,

actors should be trained to exhibit combinations of nonverbal

behaviors in a predefined setting (e.g., smiling when listening

to an interviewer). Then, researchers should check whether the

desired behavior is displayed correctly in the video-recording. In

the case of spontaneous behaviors, researchers should first video-

record the participants taking part in a job interview in which a

confederate follows a script and plays the role of an interviewer.

As a second step, researchers need to watch the videos for all

participants and cut them to create thin-slice videos only when

the participants are listening to the interview question (without

the warranty of capturing smiling as a listening behavior). In the

case of spontaneous behaviors captured through videos recorded

in real-life settings, without any script whatsoever, researchers also

need to watch all the videos and search for snippets related to their

research question.

Overall, the traditional approach takes time. Several weeks

or months are usually needed to develop the materials before

obtaining the final corpus and only then can the data collection

start. Furthermore, recruiting targets is particularly costly. A budget

for the monetary compensation of the study participants needs to

be established. The cost of the recording equipment should also be

added to the budget.

Comparatively, on the one side, the presented innovative

approach requires the recruitment of only one actor to create the

referent video. This video then serves as a model to generate the

synthetic videos of the participants. On the other side, similar to the

traditional approach relying on actors, the actor should be trained

to exhibit the desired behavior in the referent video. In the second

step, depending on the technology used to create the synthetic

videos, either a single image or a short video (standard motion

video) of the targets is needed. In the case of face transfer, the data

collection (image) can take place either online, by sending clear

instructions to participants on how to create their selfie or video,
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TABLE 1 Phases and characteristics of corpus development.

Traditional approach Innovative approach

Trained targets Spontaneous targets Synthetic videos

Corpus development phase

(1) Recruitment Low Intensive Moderate

(2) Training/preparation Moderate Low Low to moderate

(3) Recording Low Intensive Low to moderate

Methodological implications

(1) Invasiveness Low to moderate High Low to moderate

(2) Control High Low High

(3) Internal validity High Depends on the coding phase High

(4) External validity Low High High

or during laboratory sessions supervised by experimenters. In the

case of collecting data online, a quality control step should check

that participants correctly follow the instructions (through a visual

inspection of each input). In the case of pose transfer, the innovative

approach is more resource-intensive than when recording actors

because it requires additional inputs (e.g., participant videos)

which are not required in the traditional approach (see Table 1).

Apart from the actor’s referent video, pose transfer requires that

researchers video-record participants enacting a pre-scripted set of

behaviors in the laboratory (i.e., longer time required in the lab and

to assess the quality of the input).

Once participant inputs are collected, the corpus is generated

automatically for each participant as compared to the video-

recording phase of the traditional approach, which requires a

full recording session of the social situation for each target

(actor, participant, or individual in real-life settings). Overall, the

innovative approach is less resource-intensive than the traditional

approach of creating a corpus using participants or individuals in

real-life settings.

Methodological implications of each
approach

Invasiveness
While the resource-intensive challenges of the traditional

approach can be overcome by having a well-organized

schedule and appropriate funding, especially in the case of

recording spontaneous behaviors, this approach presents several

methodological challenges. First, video-recording individuals

during a social task to capture spontaneous behaviors might

be obtrusive and thus might lower the ecological aspect (i.e.,

naturalness and realism) of the study material. Whereas actors

are expected to be more accustomed to being video-recorded,

it is plausible that individuals, both in laboratory and in real-

life settings, are intimidated by the presence of one or several

cameras (e.g., Herzmark, 1985; Coleman, 2000). Low degrees

of naturalness and realism prevent the generalization of the

findings to other settings, hence lowering the external validity

of the research (Shadish et al., 2002). The innovative approach

is virtually unobtrusive because no camera invades the recorded

social interaction (see Table 1).

Control over video content
Video-recording participants or individuals in real-life settings

implies that each participant behaves spontaneously and hence

behaves differently. As a consequence, researchers have low control

over the content of the videos in the corpus (see Table 1). This

constitutes an important methodological flaw in studies in which

it is crucial to avoid variation (as much as possible) other than

the experimental manipulation or the appearance of the individuals

throughout the corpus.

The lack of control in the traditional approach can be overcome

in part by relying on actors. Training targets allows to control

the behavior featured in the video-recordings such that actors

show the behavior learnt during the training (e.g., McGovern and

Tinsley, 1978; Dovidio and Ellyson, 1982). Therefore, prior to the

study researchers need to identify exactly which behavior they

wish to target (i.e., which, when, and how the behaviors need

to be expressed) and to create a protocol that the actors should

follow during the video-recordings (e.g., McGovern and Tinsley,

1978; Teven, 2007; Lybarger et al., 2017). It is noteworthy that

perfect control is not achievable. For instance, actors can be trained

to smile with a specific intensity during a job interview, but in

practice they can still show different intensity of smiling throughout

the interview, which might subsequently influence their hireability

scores rated by judges (Ruben et al., 2015). Another main challenge

of relying on actors is related to the external validity of the study

(Shadish et al., 2002). Using a single actor or a small sample of actors

to develop a corpus implies that the findings may be attributed to

the actor(s) and not to the studied behavior. For instance, if the

actors are all men, can the findings be generalized to women as

well? This question highlights the issue of actor gender, but other

issues which prevent the generalization of the findings are also

highly relevant (e.g., age, ethnicity, clothes, attractiveness). Relying

on several actors leads to a higher external validity of the study, but

it potentially decreases its internal validity given that having perfect

control over the behavior of several actors is almost impossible,
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depending on the complexity of the behaviors under study and the

length of the social interaction to record.

The added value of the innovative approach as compared to

the video-recording of spontaneous behaviors is that researchers

have a high degree of control over the behaviors displayed in

the videos. Given that the referent video serves as a model to

create the synthetic videos, no variation can be observed across

the generated videos: all synthetic videos show exactly the same

behavior (e.g., same frequency, same intensity), at the same time,

and for the same duration. The only difference between the videos

is related to the research question. For instance, if researchers

are interested in investigating the effects of gender in a social

interaction situation, the only difference between the videos would

be the gender of the individuals. If researchers are interested in

the effects of three different smile intensities during a persuasive

speech, then three referent videos are needed in which an actor, in

the shoes of a speaker, smiles with three different intensities during

a public speech. If researchers are interested in the interaction of

gender (female vs. male), culture (e.g., Swiss vs. Indian), and smile

intensities on interview outcomes, the three same referent videos

will be used to generate the experimental video set but the pool of

target inputs will have to be updated so as to be composed of female

and male participants from Switzerland and from India. Thus, this

innovative approach also presents a crucial advantage over the use

of actors in the traditional approach. Once the referent videos are

created, an unlimited number of corpora can be created based on

target inputs. For instance, related to the smile intensity study, the

innovative approach can lead to the creation of a corpus composed

of 150 videos in which the three different motions are transposed

to the face of a sample of 50 targets (using their selfies as input).

This corpus can then be used to conduct a between-subject or a

within-subject experiment composed of a three-level factor (i.e.,

smile intensity). Relying on a set of 50 different individuals with

various appearance, exhibiting each of the three desired behaviors

contributes to the generalization of the findings. Reaching the same

sample size through the type of targets used in the traditional

method (actors or participants) would be highly resource-intensive.

Limitations, practical implications, and
technological advances

Naturalness and realism of the corpus

One of the main challenges when generating synthetic videos is

to create high-quality videos in terms of naturalness and realism.

To discuss this challenge, we can compare synthetic videos to

research tools generated using virtual reality technologies. Virtual

reality technologies allow to create artificial environments and

social situations designed to mimic real-life settings. In virtual

reality-based videos or immersive scenarios, a high degree of

naturalness and the realism of virtual humans is associated to

the uncanny valley effect. The uncanny valley effect consists in

perceiving the avatars (i.e., the virtual and artificial human) as

eerie in the specific case of a high quality rendering because

they become too humanlike without being human, and hence

lead to negative feelings (see Mori et al., 2012). Applied to the

generation of synthetic videos using the proposed innovative

approach, it is rather unlikely that this effect holds given that the

goal of creating synthetic videos is to rely on new technologies

to develop high quality videos comparable to the generation of

videos using the traditional approach. Contrary to avatars in

virtual reality-based videos, individuals in synthetic videos are

expected to have a perfect humanlike appearance and behavior.

Hence, we expect the degree of naturalness and realism to be of

particular importance with regards to synthetic videos such that

a low degree might potentially negatively affect judge perception.

First, poor quality videos might disturb the video evaluation

process. While in the case of the uncanny valley effect judges

tend to focus on seeking imperfection when watching high quality

virtual reality-based videos (i.e., high realism), judges watching

synthetic videos might also focus on imperfection but we expect

it to happen in the specific case of poor quality videos (i.e., low

realism). Second, poor quality videos might lower the perceived

credibility of the research material and hence of the study,

which might consciously or unconsciously bias the evaluation of

judges as well as lower the extent to which they are involved in

the study.

Despite technological advances in generating good quality

output, there are still some major limitations to the generation

of these synthetic videos. Many of these methods perform poorly

in variable backgrounds and poor lighting. Furthermore, methods

like pose transfer struggle to generate good quality output for fine-

grained motions associated with fingers, lips, and facial muscle

movements (Ivan et al., 2021). Similarly, deepfake techniques

relying on a selfie can generate unnatural teeth and lip movement

for any behavior which exhibits extreme expression. Additionally,

for both technologies, overlapping limbs (crossed legs or hands in

front of the face) can lead to artifacts in the generated videos.

The naturalness and realism of synthetic videos depend largely

on the quality and quantity of the videos used to train the GAN

model. While an ideal deepfake video creation requires multiple

videos of an individual with different backgrounds and lighting

variations to account for similar variations in the intended motion

of an actor (Das et al., 2021), a high quality output can also

be generated using a few minutes of video by standardizing the

recording environment for both the referent and target inputs.

One way to achieve this is by creating a laboratory setting where

both the referent actor and the targets are recorded under the

same conditions (e.g., with uniform lighting conditions, a plain

background, using the same camera, and at a uniform distance

from the recording device).

The similarity of the behaviors displayed by the actor in the

referent video and by the targets in the standard motion videos

also contributes to generate high quality synthetic videos. If the

targets recruited to create the standard motion videos also take part

in the actual study (by watching the generated synthetic videos),

then the researchers should make sure that these targets cannot

guess the research question addressed in the study while recording

their input video (here a standard motion video) in order to avoid

demand effects. As a solution, researchers can ask participants to

perform the desired (or similar) motions to be studied as well

as irrelevant movements (e.g., random dance moves). When the
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generated videos are used as demonstration videos for participants

to train their nonverbal behaviors in subsequent tasks, mixing

the studied behaviors with unrelated moves also allows avoiding

potential motor learning.

Apart from the motions, the appearance of the targets and the

actor also plays a key role in generating realistic output. In many

of the deepfake-based experiments (Chan et al., 2019; Lyu, 2020),

it has been shown that facial and body accessories like earrings,

glasses, and loose clothes or clothes with multiple graphic designs

affect the quality of the generated videos. Similarly, facial hair can

generate artifacts. To avoid these issues, both the targets and the

actor should avoid these accessories and wear plain clothes that

fit well. To optimize the quality of the features extracted from

the referent and target videos and thus the generated videos, the

recording setting should also offer the greatest visual contrast from

clothes to background.

The same limitations apply to deepfake techniques relying on

selfies. The variation in the background, lighting, and appearance

between the referent video and the target input (i.e., the selfies)

shared by the participants can affect the quality of the generated

output. To ensure optimal quality, images can be collected in a

laboratory setting so that the researchers have control over various

factors (e.g., background, lighting, camera). Prior to the laboratory

session, participants should be informed about requirements

such as wearing a simple dark or colored T-shirt without any

pattern. Researchers should also make sure that the laboratory

is appropriate for such image and video-recording sessions (e.g.,

white or light background). As a less resource-intensive alternative,

researchers might also collect the images online. Given that targets

can take their selfie and send it by email, this solution requires

no specific location, material, human resource, or compensation

budget from researchers to collect the inputs. Nonetheless, it

increases the risk of poor quality inputs. In this case, detailed

instructions should be provided to the targets regarding how to

take an appropriate selfie. For example, targets can be asked to

take selfies in a plain background and in good lighting conditions

without any facial accessories. Appendix 1 reports an example

of instructions to follow to generate high quality inputs. For

studies requiring videos as target inputs, we strongly recommend

collecting the videos in a laboratory setting to ensure high similarity

between the referent and target videos in terms of background,

framing, lighting, appearance, and camera resolution. In this case,

prior to the laboratory session, targets should be informed that

during the laboratory session they should not wear loose clothes,

avoid wearing light/white clothes (if light background given that

a high contrast is needed), have their hair tied back, and remove

their glasses.

Practical implications

As a first practical implication, we recommend that researchers

set up a coding procedure to ensure the quality of their newly

developed corpus. We suggest a three-step coding procedure prior

to starting the data collection of the actual study relying on said

corpus. As a first step, researchers might want to ensure the

quality of the inputs sent by participants (selfies of videos) by

coding whether the inputs are in accordance with the standards

set to generate good quality outputs as discussed earlier (e.g.,

background, lighting, clothes). The second step consists in coding

the referent video(s) to ensure that the desired behavior is shown in

accordance to the researchers’ expectations. The third step consists

in coding a randomly selected set of synthetic videos to ensure the

quality of the desired behavior transfer as well as the overall quality

of the synthetic videos. This final coding step is closely related

to the first coding step given that not checking the quality of the

target inputs or checking only a randomly selected set of selfies or

videos might imply a high rate of poor quality outputs. In this case,

researchers might decide to drop these low quality outputs from the

corpus, which might require creating additional outputs to reach

the desired number of videos in the corpus if a large pool of outputs

are removed from the corpus. Oversampling the number of targets

by recruiting additional people and hence, the quantity of target

inputs, is recommended to avoid this pitfall. Appendix 2 reports

an example of a three-step coding procedure that researchers can

follow to ensure the quality of their newly developed corpus.

Second, it is noteworthy that the presented innovative approach

requires expertise. Developing the algorithms and mastering the

video generation process are the domain of computer scientists.

Hence, researchers in the field of interpersonal perception and

impression formation, in the field of (nonverbal) behavior studies,

seeking to adopt this innovative approach would benefit from

collaborating with computer scientists. Such multidisciplinary

collaborations would also benefit computer scientists. Through

a better understanding of the needs of researchers in this field,

computer scientists cannot only endeavor to provide solutions

for the diverse challenges of the traditional approach, but also

develop tools that aremore validly anchored in human interactions.

Furthermore, apart from the costs associated with the corpus

development phases discussed earlier, this approach requires

additional costs given that it is computationally intensive to

generate high quality synthetic videos. To illustrate, Table 2 reports

an example of the costs associated with the creation of a corpus

using the innovative approach and the traditional approach (targets

as participants). Table 2 provides a cost estimation for a study

similar to that of Renier et al. (work in preparation) on nonverbal

immediacy behavior as presented earlier. Imagine that for this study

the researchers target the development of a corpus composed of

four experimental conditions and a sample of 180 participants.

The same 180 participants will appear in each condition. Hence,

this design implies the development of a corpus composed of

720 videos (180∗4). Each video is expected to last 12 s. Table 2

reports a cost estimation for both approaches in each step of the

corpus development, from the recruitment of participants in a

pre-selection phase to the corpus video quality check.

To compute the costs, we rely on a fixed hourly wage of 27 Swiss

Francs (about 29$) to compensate the targets, and to remunerate

the research assistant and referent actor. Estimated time and costs

in each step are based on the authors’ previous experience and

may vary depending on the complexity of the studied behavior,

the deepfake technology used (e.g., face transfer, body transfer),

previous experience related to the assigned task of the individuals

involved in the project (e.g., research assistant, actor), and the

hourly wage that might differ across countries. With regards to the
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TABLE 2 Costs estimation example to create a corpus using the innovative approach and the traditional approach.

Material development to create a corpus of 720 videos (180 targets
declined into 4 conditions)

Material development to create a corpus of 720 videos (180 targets
declined into 4 conditions)

Description Duration (min) Cost (CHF) Description Duration (min) Cost (CHF)

Target input Target compensation (preselection questionnaire

and selfie submission by participants)

180∗3 243.00 Target compensation (training, task, and 15min.

of participant video-recording)

180∗15 1,215.00

Filing and quality assessment of target input (i.e.,

to collect, assess, and archive submitted

selfies)—Done by a research assistant

180∗5 405.00 Filing and quality assessment of target input (i.e.,

to collect, assess, and archive recorded videos, to

view and prepare videos to create thin-slices of

12 s displaying targeted nonverbal

behavior)—Done by a research assistant

180∗45 3,645.00

Referent inputs Production of 4 referent videos (including actor

training and pre-test of the technology and its

output)—Done by a computer scientist

collaborating on the project

60 27.00 – – –

Cloud and

computing services

Swiss-based, Computing need to generate 180∗4

deepfake videos

System specification: 225 GB RAM, 48 CORES, 4

dedicated GPU NVIDIA TESLA V100, 500 GB

local disk

Production time depends on computer (greater

GPU/RAM, faster production)

14,400 800.00 – – –

Quality assessment

of outputs

Filing and quality assessment of outputs, i.e. to file

all outputs and to perform a quality check on a

random sample for 10 participants (4∗10

generated videos)—Done by a research assistant

150 67.50 Quality assessment of outputs, i.e. to check the

filing of and to perform a quality check on all

outputs (4∗180 thin-slice videos)—Done by a

research assistant

150 243.00

Total 1,542.50 5,103.00

This cost estimation does not take into account the cost associated with the salary of the researchers and computer scientists involved in the study. The hourly wage used for the targets (participants), actors, and research assistants is fixed at CHF 27.00.
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cloud and computing services, previous experience taught us that

we needed to use only Swiss-based cloud and computing services

(as opposed to US-based solutions such as Amazon Web Services)

due to European and Swiss data protection laws given that we were

dealing with personal information. Relying on a Swiss-based cloud

and computing services enables us, first, to respect data protection

laws (all data remained in the EU and were treated in the EU even

if the computer scientists were located in a data protection laws

non-compliant country) and to rent computers rather than buying

them for a specific projects (the computing service offers different

levels of computing performance implying more or less expenses

and more or less production time). Overall, this example shows

that despite the fact that this innovative approach might involve

additional steps in the corpus development (i.e., development of

referent inputs, cloud and computing services related steps), it

is still less cost-intensive (about 3–4 times less costly) than the

traditional approach.

Third, the presented innovative approach contributes to

corpora development by facilitating data sharing. Although not

specifically addressed in this paper, the traditional approach

also has issues related to data protection, hence adding another

challenge to the progress of this research (see Renier et al., 2021).

Laws related to data privacy require researchers to collect consent

forms from participants to use their videos. Participants should

be explicitly informed about the use (i.e., who will have access

to the data?) and the storage of the videos (i.e., where and how

long will the data be stored?). This limits data sharing possibilities

given that researchers may not know in advance about other

research opportunities which require sharing their corpus with

other researchers. Furthermore, not explicitly collecting participant

consent to share participant videos with other researchers makes it

impossible to use secondary data.

Data sharing is less of an issue with regards to the innovative

approach, given that only sharing the referent video is needed

to create a large corpus pool. Therefore, once researchers have

collected the data sharing approval consent form from the actor(s),

the research material can be shared by storing the referent

video(s) on an open data sharing platform without the data

sharing concerns that researchers face with video-recordings from

real participants. In this case, then researchers need to collect a

new set of target inputs to create their corpus using the shared

referent video. Additionally, attention should be paid to the use

of cloud computing platforms in cases where the researchers do

not have the adequate computing power to generate synthetic

videos. For instance, for some countries even if the researchers

obtain participant consent, it is not legally acceptable to use

American-based platforms. The same goes for collaborating with

teams of computer scientists from countries where the General

Data Protection Regulation (GDPR) is not enforced. We strongly

urge researchers to obtain information about the data protection

laws observed by their institution and country. Obtaining clear

information about cloud computing services and underlying laws

is also of added value. For instance, all research groups do not

possess the same high performance computing services, which

directly affect the production time necessary for videos syntheses.

Choosing a cloud computing service based in a GDPR-compliant

country and paying for a higher performance machine can thus be

more appropriate.

Finally, it is noteworthy that the democratization of such

technologies might lead to wrong use and abuse if it is not

monitored and supervised. Broadly speaking, given that these

technologies allow swapping any face and body in a video, anybody

can become the main character of an artificial video in which one

can observe herself/himself or someone else appearing differently,

or saying or doing something they did not intend to say or do.

Such videos can damage an individual’s personal and professional

life. This warning is relevant given that technological advances

allow to create high quality deepfake such that the majority of

individuals cannot detect the synthetic feature of the videos (see

Korshunov and Marcel, 2020). Therefore, the deepfake technology

development is a double-edged sword. On the one side, greater

realism is an advantage for research given that this technology offers

high internal and external validity material. On the other side, it

provides threats for society.

More specific to research, the development of synthetic videos

might contribute to spread fake content and practices, that might

negatively influence participants. For instance, synthetic videos

might contribute to misinformation spread as well as the diffusion

of stereotypes and/or wrong practices by swapping individuals’

features, face, and/or behavior, depending on the research question

addressed in the study (e.g., research questions investigating factors

fostering the expression of stereotypes or the extent to which a

leader is perceived as toxic by her/his subordinates). Such videos

might also create psychological discomfort among individuals if

for instance these recordings show negative emotionally arousing

content (e.g., aggressive behaviors) or if they show someone

familiar to the individuals doing something unethical. Research

should reflect on how to control these new practices. To this

purpose, we perceive the consent form to play a crucial role in

informing individuals (participants, judges) of the nature of the

videos and hence in controlling the usage of one’s image as well

as in avoiding deception and negative consequences that might

be induced by psychological discomfort during the study. For

instance, ethics committees might require participants to sign an

informed consent explicitly stating the use of synthetic videos

as well as notifying potential discomfort that might be caused.

We redirect researchers interested in this topic to Westerlund’s

(2019) article on the benefits and threats of deepfake technology for

society, as well on solutions that are available to combat the wrong

use and abuse of this technology.

Upcoming technological advances

To date, current technologies allow to develop corpora for

which the research question focuses on nonverbal behavior for

video recordings in a controlled setting. However, in recent years,

new research directions have emerged in the field of deepfake

video creation. One notable work in this area has been the

creation of audio-based deepfakes (Shen et al., 2018; Khanjani

et al., 2021). With such a technology, researchers can create an

audio-recording using the voice of a given person to utter any

arbitrary sentence that the person has never actually uttered.

Similar research is being carried out to improve lip-sync using

few shot methods (Prajwal et al., 2020). Few shot methods are

techniques that use less amount of data from participants to
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generate deepfake videos. For example, generating proper lip-

sync using traditional techniques requires hours of recording

participants. Few shot methods generate the same quality of

outputs with fewer minutes of clip or with just a few images

of targets. This audio-based deepfake, along with the proper

lip-sync generation, can further open up possibilities for social

skills experiments and studies by placing the focus on verbal

behavior or two-sided social interaction where partners talk and

act. Researchers are also focusing on tools to control the posture

and body weight of an individual in an image (Frühstück et al.,

2022). Such body editing GANs along with pose transfer techniques

open up the possibility to explore the impact of different body

weights in social situations. Furthermore, in the field of video-based

deepfake generation, researchers are coming up with new robust

techniques to generate these videos from online recordings (Zhou

et al., 2019). Companies, like synthesia1 have commercialized these

deepfake generation technologies to create advertisement videos at

a low cost.
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