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Abstract Quantifying methane (CH,) emissions from the oil and natural gas (O/NG) production sector is
an important regulatory challenge in the United States. In this study, we conduct a set of inversion
calculations using different methods to quantify lognormal distributed CH, surface fluxes in the
Haynesville-Bossier O/NG production basin in Texas and Louisiana, combining three statistical cost
functions, four meteorological configurations, and two days of aircraft measurements from a 2013 field
campaign. We aggregate our posterior flux estimates to derive our best estimate of the basin-wide CH,
emissions, 76 metric tons/hr, with a 95% highest density interval of 51-104 metric tons/hr, in agreement
with previous estimates using mass balance and eddy covariance approaches with the same aircraft
measurements. Our inversion estimate of basin-wide CH, emissions is 133% (89%-182%, 95% highest density
interval) of a gridded Environmental Protection Agency's inventory for 2012, and the largest discrepancies
between our study and this inventory are located in the northeastern quadrant of the basin containing active
unconventional O/NG wells. Our inversion approach provides a new spatiotemporal characterization of
CH, emissions in this O/NG production region and shows the usefulness of inverse modeling for improving
O/NG CH, emission estimates.

Plain Language Summary Oil and natural gas (O/NG)-related methane (CH,4) emission
estimates have drawn great concern because activity in this industry has increased dramatically over the
past decade. However, estimating CH,4 emissions from O/NG production regions is very challenging because
the emission rates are highly heterogeneous. To properly characterize the CH4 emissions in the Haynesville
oil and gas production region, we develop an inverse modeling system to handle different ways of
characterizing the highly skewed (i.e., lognormally distributed) CH,4 sources in Haynesville. The inverse
model calculations are driven by high-frequency, high-precision CH, mixing ratios measured on a National
Oceanic and Atmospheric Administration aircraft during a field study in the summer of 2013. We use a
variety of meteorological simulations to define the transport errors in our inversions, and we take
advantage of a resampling method to characterize the posterior uncertainties. Our results suggest that
Haynesville's CH, emissions are likely underestimated in the U.S. Environmental Protection Agency's
national CH, inventory and particularly in the subdomain where many active unconventional wells are
located; day-to-day variability in Haynesville's overall CH, emissions likely exists. Our work offers an
extensive characterization of inversions' uncertainties and demonstrate the feasibility of improving CH,
emission estimates from O/NG production regions using high quality aircraft observations.

1. Introduction

Methane (CH,) is a potent greenhouse gas (GHG) with a large global warming potential. It also impacts
atmospheric oxidants by modulating global hydroxyl radical levels and the production of tropospheric
ozone. Reducing CH, emissions is a part of GHG mitigation strategies in the United States and Europe
(United Nations Framework Convention on Climate Change, 2016). Effective regulations for achieving
GHG mitigation targets require quantification of CH, emissions from specific source sectors.
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Over the past decade, oil and natural gas (O/NG) production has increased significantly in the United States
(Energy Information Administration, 2017). The emission rate of CH, from leaks and other fugitive sources
during O/NG production, expressed as a percentage of the natural gas produced, is estimated at 0.3-8.9%
across U.S. basins (e.g., Karion et al., 2013; Peischl et al., 2015). This wide range in CH, leak rates in turn
leads to uncertainty in the net climate impacts of replacing coal with natural gas as a fuel source (Alvarez
et al., 2012, 2018). Quantifying CH, emission rates from the O/NG production sector is therefore an active
area of scientific inquiry (Miller & Michalak, 2017).

Conventional component/facility-based inventories using average emission factors for each known
source category by an aggregated or annualized activity factor face challenges in characterizing CH,
emissions from O/NG production, because of the large spatial and temporal variability in activity profiles
and emission factors for the various processes involved (e.g., Lan et al., 2015). CH, sources in O/NG pro-
duction basins may have time-varying leakage rates (e.g., Vaughn et al., 2018), and there can be a num-
ber of “super emitting” sources that account for a large fraction of the emissions (e.g., Brandt et al,,
2016) and missed sources caused by abnormal operating conditions (Alvarez et al., 2018). These compli-
cations make it difficult to obtain robust basin-wide CH, emission estimates and subsequently extrapo-
late emissions from this sector to regional and national scales. New bottom-up emission models (Alvarez
et al.,, 2018) have been developed using recently reported facility-scale measurements specific to each
segment; nevertheless, such models highly demand extensive facility-level measurements, and nonlinear
statistical calculations may be not easy to extend to other regions where there is lack of
detailed measurements.

On the other hand, numerous recent top-down (i.e., relying on atmospheric observations and modeling)
efforts have focused on quantifying CH, emission rates in U.S. O/NG basins and developing emission
factors for this specific source sector, in order to promote better understanding of regional-, national-,
and global-scale budgets of CH, and its associated climate and tropospheric oxidant impacts (e.g.,
Alvarez et al., 2018; Houweling et al., 2017; Jeong et al., 2016; Karion et al., 2013; Kort et al., 2014;
Miller et al., 2013; Pétron et al., 2012; Schwietzke et al., 2017; Sheng et al., 2018; Turner et al., 2015;
Wecht et al., 2014). The comparisons between top-down and bottom-up estimates improve our accurate
estimating emissions.

One such top-down effort is the aircraft measurement. Atmospheric measurements of CH, mixing ratios
from the aircraft provide the basis of several top-down approaches to constrain basin-wide CH, emissions
for the O/NG basins, such as the mass balance method (e.g., Alvarez et al., 2018), the eddy covariance
flux approach (e.g., Yuan et al., 2015), and inverse modeling estimates (e.g., Sheng et al., 2018). The com-
parisons of these independent methods can reduce the uncertainty in top-down constraining CH, emis-
sion for the O/NG production sector. The mass balance method as a measurement-based top-down
approach has been used widely to constrain basin-wide CH, emissions for the O/NG basins using aircraft
measurements (e.g., Alvarez et al., 2018). The mass balance approach typically can quantify domain-wide
emissions with high confidence. However, it is only feasible under highly favorable meteorological condi-
tions over certain geographic topography, limiting its application for measurements from all flight days to
identify and constrain the temporal variability in emissions. For example, only two out of the 15 research
flights in a 2015 study in the Fayetteville oil and gas production region were suitable for performing mass
balance estimates of CH, emissions (Schwietzke et al., 2017). Complex meteorological conditions, for
example, the Fresno eddy circulation in the San Joaquin Valley in California, often impede this
measurement-based estimate (Cui et al., 2017) and can even result in large errors due to mischaracterized
winds (Ren et al., 2018). Meanwhile, it is not suitable for identifying spatial patterns of emitters in the
O/NG domain. The eddy covariance flux method as an alternative measurement-based approach is less
constrained by the meteorological conditions than the mass balance approach and derives the flux along
or near the flight tracks to present the spatial patterns of emitters. However, one must extrapolate eddy
covariance flux results from a small fraction of the investigated region in order to estimate a domain-wide
emission rate, which may face challenging especially if the footprints along the flight track only represent
a small fraction of the investigated region. The model-based inversion calculation can be an alternative
approach to quantify CH, emissions from the O/NG basins that in principle can use all time-varying mea-
surements collected by a research aircraft under different meteorological conditions. The model-based
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approach could quantify CH,4 emissions for the O/NG basins including the information on the spatial pat-
terns of the emitters as well as the temporal variation of emissions using measurements from different
flights. However, inversion modeling has its own challenges, namely, quantifying the influence of uncer-
tainties in the prior information, the model transport simulations, and the statistical estimation assump-
tions on the resulting posterior emissions estimates. An ensemble of inversions that test the sensitivities to
these factors may be able to achieve more optimal emission estimates.

National Oceanic and Atmospheric Administration (NOAA) aircraft field campaign “Studying the
Interactions between Natural and Anthropogenic Emissions at the Nexus of Climate Change and Air
Quality” (SENEX) took place in the southeastern United States during the summer of 2013. The NOAA
P-3 aircraft flew over the Haynesville-Bossier, Fayetteville-Western Arkoma, and northeastern
Marcellus O/NG production regions during the campaign (Warneke et al., 2016). Mass balance and eddy
covariance calculations have been used to quantify CH, emissions for the Haynesville-Bossier O/NG
production region during SENEX (Peischl et al., 2015; Yuan et al., 2015). In this study, we develop the
model-based inversion calculations to quantify total CH, emissions for the same domain together with
the information on the spatial distribution of the emitters. The two previous measurements-based esti-
mates provide cross-comparisons with our inversion results that reduce the uncertainty in constraining
basin-wide emission rates. Moreover, beyond the two previous studies, here we use our spatially resolved
posterior analysis to evaluate a recent gridded Environmental Protection Agency (EPA) GHG inventory
for 2012 (Maasakkers et al., 2016) and investigate the discrepancy between the prior and the posterior
estimates of the spatial patterns of the emissions. Lastly, we consider day-to-day variations in the
basin-wide CH, emissions.

The Haynesville-Bossier O/NG basin (~180 x 133 km?) in east Texas and northwest Louisiana is one of
the most productive O/NG basins in the United States and had the largest natural gas production
among the three basins targeted during SENEX. Yuan et al. (2015) showed that CH, emissions in the
Haynesville-Bossier O/NG production are lognormally distributed, which is consistent with previous stu-
dies that the distribution of CH, emitters is typically highly skewed in O/NG production basins (e.g.,
Brandt et al., 2016). Meanwhile, we find the distribution of the observed CH, enhancements from the air-
craft measurements is closer to lognormal than to Gaussian. Conventional inversion frameworks that
assume a normal distribution of CH,; surface fluxes (and most commonly normal distributed
observation-model residuals as well) likely lead to suboptimal posterior estimates for the O/NG produc-
tion sector. To our knowledge, although lognormal inversion has not been applied for estimating emis-
sions from the O/NG production basins to date, the theoretical framework is developed by previous
authors. The lognormal assumption for the state variables have been made in previous inversions to esti-
mate positive definite state variables (e.g., Brioude et al., 2011; Guerrette & Henze, 2017; Wecht et al.,
2014). Meanwhile, data assimilation methods for lognormal distributed observations (and hence observa-
tional errors, as argued by Fletcher and Zupanski, 2006) have been developed for meteorological vari-
ables. Bocquet et al. (2010) introduced an inversion framework with lognormal statistics in both state
and observation spaces while assuming errors to be of multiplicative nature. Such a framework has been
applied in inversion analysis of aerosol size distributions and fire smoke emissions (Saide et al., 2012,
2015). In this work, we continue to develop our inversion system (Brioude et al., 2011; Cui et al., 2015,
2017) within the lognormal framework for both the observation and state spaces assuming errors to be
of multiplicative nature and apply the system to seek top-down estimate of CH, emissions for an
O/NG production basin. We conduct an ensemble of inversions by using multiple meteorological config-
urations and varying the cost function to solve for all three commonly used estimators (the mode, med-
ian, and mean) for the state variable (CH, emission), followed by a resampling procedure to yield
uncertainty estimates for the optimal solutions. We use such an ensemble approach to comprehensively
assess uncertainties stemming from meteorological and transport modeling, as well as those associated
with the statistical estimator from different cost function used by the inversion. This comprehensive
inversion analysis in the lognormal framework could be used to inform and improve future inversion
studies for specific sectors with a fat-tailed distribution profile.

The details of our methodology are described in section 2. Our optimized emissions and interpretation of the
results are presented in section 3. Conclusions are given in section 4.
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2. Methodology

2.1. Aircraft Measurements and the Prior Inventory

During the SENEX field campaign, the NOAA P-3 aircraft flew over Haynesville-Bossier on 10 and 25 June
2013. CH, mixing ratios were sampled every second along the aircraft flight tracks (Peischl et al., 2012). All
of the measurements were sampled during the late morning to early afternoon, and ~90% of measurements
were taken at altitudes below 1,500 m above ground level (agl; see Figure S1 and Text S1 in the supporting
information). On 10 June, skies were clear. The average wind speed measured aboard the P-3 was
3.2 + 0.9 m/s. Winds were from the south in the southern part of Haynesville and then shifted to westerly
in the northern portion of the region. Based on available vertical profiles of potential temperatures from
the flight measurements, the planetary boundary layer (PBL) height increased from ~1,000 to ~1,500 m
agl during the measurement time in Haynesville. On 25 June, the winds were consistently from the south
southwest throughout the study area at 6.4 + 1.2 m/s. It was cloudy that day, and the PBL height increased
from ~1,500 to ~2,000 m agl during the time of the flight.

The tracks of the two flights are shown in Figure 1, colored by the observed CH, mixing ratios. The magni-
tudes and spatial patterns of CH, mixing ratios measured during the two flights, which followed similar
tracks, were quite different. We largely attribute these differences to the different coherent PBL structures
on the two days. The PBL height on 10 June was lower than the PBL height on 25 June, and as a result,
the 10 June flight sampled higher CH, mixing ratios. Day-to-day variability of CH4 emissions, demonstrated
in other O/NG production basins (Allen et al., 2017; Lavoie et al., 2017; Schwietzke et al., 2017), may also
contribute to the variations of CH, mixing ratios between the two days.

For the 10 June flight, the changing wind direction made it challenging to conduct a mass balance estimate
of CH, emissions. Therefore, Peischl et al. (2015) used only observations collected from the 25 June flight to
conduct a mass balance estimate of CH, emissions in the region. In this study, we use both of the flights to
conduct our inversion estimates. For each, we use 120-s averaged CH, measurements below 1,500 m agl in
the domain. The initial background CH,4 mixing ratio for the 25 June flight (1,847 +3 ppbv) was determined
by Peischl et al. (2015) based on measurements collected during upwind transects. In our study, we also use
this method to determine the background CH, for the 10 June flight, which we estimate to be 1,905 +20 ppbv.
For details of the background calculation, refer to Figure S2 and Text S1 in the supporting information. The
CH, mixing ratio enhancements after subtracting the background concentration are used in the inverse
modeling system.

The monthly (June) gridded CH, emission inventory from Maasakkers et al. (2016) is used as the initial
emissions estimate (Figure 1). This inventory distributes the U.S. EPA's Greenhouse Gas Inventory for
2012 at 0.1° x 0.1° spatial resolution.

2.2. Atmospheric Transport Models

We use the FLEXPART-WRF mesoscale Lagrangian model (Brioude et al., 2013) to simulate atmospheric
transport. For each flight, 10,000 particles are released at the locations (Figure 1) of the 120-s averaged mea-
surements along the flight tracks. FLEXPART simulates their back trajectories over 5 days (Figure 2). We use
each of the back trajectories to conduct the inverse modeling analysis. More details of the FLEXPART-WRF
configuration can be found in Cui et al. (2015).

The WRF simulations driving FLEXPART are obtained from Angevine et al. (2014), who used six different
WREF configurations to estimate the uncertainty of FLEXPART transport simulations over the southeastern
United States. We use four (Table 1) of the six simulations from Angevine et al. (2014), including combina-
tions of different global meteorological model initializations (U.S. GFS and European ERA-interim), PBL
schemes (the Mellor-Yamada-Nakanishi-Niino level 2.5 (MYNN) scheme (Nakanishi & Niino, 2009) and
the Total Energy-Mass Flux (TEMF) scheme (Angevine et al., 2010), and a cumulus cloud formation scheme
(G3D; Grell & Devenyi, 2002) with or without treatment of shallow convection. Two other WRF configura-
tions from Angevine et al. (2014) with additional soil moisture treatments have similar performance in simu-
lating CH, mixing ratios compared with the WRF simulations without soil moisture treatments, so we did
not use them in this study.
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Figure 1. The left and middle panels show 120-s averages of CH4 mixing ratios below 1,500 m above ground level sampled
by the National Oceanic and Atmospheric Administration P-3 flights on 10 June and 25 June 2013 during Studying the
Interactions between Natural and Anthropogenic Emissions at the Nexus of Climate Change and Air Quality. Five-day
back trajectories are simulated at the locations of each of the average measurements shown here. The right panel shows
the prior CHy inventory at 0.1 X 0.1° spatial resolution from the work of Maasakkers et al. (2016). We divided the domain
into four quadrants (“NE,” “SE,” “SW,” and “NW”) to study the spatial patterns of CH4 emissions.

We evaluate four WRF 12-km simulations by comparing them to 120-s average observations of wind speed,
wind direction, and planetary boundary layer height (PBLH) measured along the flight tracks (Figure 3).
Both wind speed and wind direction errors are small in the four WRF simulations in terms of the interquar-
tile range, and we found that the mean relative errors between observed and simulated wind speeds and
directions are within 22%. The errors in simulated PBLHs are within 50% for the 10 and 25 June flights,
respectively. The four WRF configurations systematically overestimate wind speeds in the simulations for
the 25 June flight. Also, the PBLHs in the WRF4 run for 10 June are systematically high. High biases in
the modeled wind speed or PBLHs could theoretically result in the sensitivities of the measurements
to the surface fluxes being underestimated, which in turn would cause overestimated emission rates from
the inversions if the simulations are otherwise perfect. In this study, we conduct our inversion calculations
assuming no systematic biases in model transport, based on the limited aircraft observations available to us.
Based on the systematic biases noted above, overestimates of emission rates in the inversions for the 25 June
flight and with the WRF4 simulation for 10 June flight are possible. In our study, we assume meteorological
uncertainty is the largest contributor to the uncertainty of the atmospheric transport simulation (Hegarty
et al., 2013). Based on a conservative evaluation of the wind fields and PBLHs, we assign a 50% relative
uncertainty to the measurement enhancements to present the transport model in the inversions for both
the 10 and 25 June flights.

2.3. Inverse Modeling Framework

In this study, we continue to develop our mesoscale Bayesian inverse modeling system to quantify CH, emis-
sions for the O/NG production basin based on SENEX aircraft measurements. This system has been used to
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Figure 2. The averaged footprints from FLEXPART driven by four different WRF simulations for the 10 June (top row)
and 25 June (bottom row) flights.
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Table 1

Names and Primary Configurations of Four WRF Runs Used in This Study

estimate CH, emissions in California using aircraft measurements (Cui
et al., 2015, 2017). We assume that concentration deviations above back-

Grid  Initialization PBL Cumulus ground values and emissions follow lognormal distributions associated
WRF1 12km GFS MYNN level 2.5 G3D with shallow with the errors (the model-observation mismatch and flux error) to be of
WRF2 12km ERA-interim MYNN level 2.5 G3D with shallow multiplicative nature (Bocquet et al., 2010; Tian et al., 2013). The lognor-
WRF3 12km GFS TEMF G3D no shallow mal assumption is suitable and important for this study. We also assume
WRF4 12km ERA-interim TEMF G3D no shallow

that the aircraft measurements took place near the CH, source region,
so that the uptake of CH, by soils is negligible, and the state variables
(i.e., the emission fluxes) are positive definite. The lognormal assumption
is suitable and important for this study.

Note. ERA = European Centre for Medium-Range Weather Forecasts Re-
Analysis; PBL = planetary boundary layer; MYNN = Mellor-Yamada-
Nakanishi-Niino; TEMF = Total Energy-Mass Flux.

In our previous studies, we only focused on median-based inversions of
CH, emission estimates in regions with multiple source sectors. In this study, we extend our system to
include mode- and mean-based inversions, in order to discuss the range of values from each of those metrics
and to better characterize surface fluxes using the assumptions of a lognormal distribution. In this study,
there are two modifications for the median-based inversions compared with our previous work (Cui et al.,
2015, 2017): (1) we present the posterior uncertainty with a 95% confidence interval instead of a 68% confi-
dence interval; and (2) we increase the number of perturbations from 100 to 1,000, to match the number we
used for calculations in mode- and mean-based inversions; details are shown below.

Given the assumption of a lognormal distribution of sources, we consider three estimators that characterize
the structure of the CH, surface flux distribution from this O/NG production basin: mode, median, and
mean. The cost functions associated with the three estimators (mode, median, and mean) are (Fletcher,
2010), respectively,
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Figure 3. (top) Box plots showing the differences between the simulated and observed wind speeds and wind directions,
using four different WRF configurations. (bottom) Scatter plots showing the PBLH determined from observations along the
flight tracks (x axis) and the average PBLH simulated by WRF (y axis) in the same locations. The different color points
represent different WRF configurations. The middle dotted line is the 1:1 line. PBLH = planetary boundary layer height.
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where y, (dimension: m X 1) is the measured time series of CH, mixing ratio enhancement above a defined
background; H (dimension: m X n) is the source-receptor relationship matrix calculated by FLEXPART-
WREF; R (dimension: m X m) and B (dimension: n X n) are the error covariance matrices of the model-
observation mismatch and the prior emissions, respectively (R and B are assumed to be diagonal matrices);
X (dimension: n X 1) is the prior emission inventory; we adjust and optimize x (dimension: n X 1) to derive
the posterior emission inventory by minimizing the cost function; I,,, (dimension: m X m) and I,, (dimension:
n X n) are unit matrices of size m and n, respectively. Note that a unit matrix needs to be introduced into the
cost functions for the mode and the mean but not the median during the logarithmic calculation; and e is a
regularization parameter used to tune the balance between the contributions of model-observation errors
and the constraints of the prior emission estimate errors (e.g., Hansen, 1998; Davoine & Bocquet, 2007;
Henze et al., 2009; Saide et al., 2012). The descriptions of how we construct R and B and tune the value of
a are in Text S1 in the supporting information. It is the first time to introduce equations (1) and (3) to our
inverse modeling system in such inversion analysis.

In a Gaussian inverse modeling framework, it is possible to approximate posterior uncertainty from the
inverse of the second derivative (Hessian) of the cost function. Such methods do not extend simply to the log-
normal framework. Therefore, we use a resampling method to derive our final posterior emissions and the
associated posterior uncertainties, to avoid the difficultly in deriving Hessian matrices for the mode, median,
and mean inversions in the lognormal framework. Specifically, we construct an ensemble of 1,000 inversions
by applying perturbed scaling factors to measurement enhancements and prior fluxes that are uniformly dis-
tributed random numbers in the interval (0.5, 1.5) and (0, 2), respectively which are assigned to match rela-
tive uncertainty assumptions used for R and B (Text S1). We consider the given perturbation ranges to be the
fair and conservative ranges in the study. To discuss the robustness of the results due to the choice of pertur-
bation intervals, we also conduct another set of ensemble runs that use a smaller perturbation range ((0.3 1.3)
and (0.5 1.5) for R and B, respectively) to illustrate what a more “optimistic” estimate could be in the Text S1.
The two setups derive the similar results, and here we present the analysis (section 3) based on the conserva-
tive analysis. In each inversion sample, we obtain the basin-wide total CH, emission estimates by summing
optimized values for individual grids in the domain. Consequently, results from 1,000 inversions form a dis-
tribution of the posterior basin-wide estimates, from which the mode value of a histogram is considered the
final posterior basin-wide estimate and the 95% highest posterior density interval (HDI) is considered as the
associated posterior uncertainty range (Fischer et al., 2018; Hyndman, 1996). An example of an aggregated
basin-wide estimate based on 1,000 inversions is shown in Figure 4a. This same method of assigning a distri-
bution to a set of samples is used to aggregate basin-wide total CH4 emission estimate, such as combining
inversions from multiple meteorological configuration and inversion cost functions in Figure 4b.

3. Results and Discussion
3.1. Estimates of Total CH, Emissions

Here we present our model-based inversion analysis using the aircraft measurements on two different days
to characterize the CH, surface flux spatial distributions and basin-wide emissions in the Haynesville-
Bossier O/NG production region. We find that the simulated CH, mixing ratios using the posterior
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Figure 4. (a) The density distribution of posterior estimates derived by WRF1 and equation (3), as an example of the
results of our inversion calculations. (b) The density distribution combining a variety of inversions using four typical
sets of meteorological simulations, three optimal algorithms, and observed data from two flights, from which our final
domain-wide estimate is obtained. In the study, we use the mode value of the density distribution to represent the final
posterior estimate of the domain-wide CH,4 emissions, and the associated uncertainties are represented by a 95% highest
posterior density interval (HDI).

emission estimates have a higher coefficient of determination () and lower mean biases versus the
measured CH, mixing ratios, in comparison with the simulations using the prior inventory (see Figure S4
in the supporting information), which demonstrates that the inversion framework is working as expected.

While the inverse modeling framework provides emissions estimates in each model grid cell throughout the
entire domain, the aircraft measurements are too sparse to completely constrain each of these values inde-
pendently. Thus, to quantify the information about emissions constrained by the airborne concentration
measurements within the inverse modeling system, we compute maps of the diagonal of the Fisher informa-
tion matrix (Cui et al., 2015) for each flight (Figure 5 and supporting information Figure S5). The regions
associated with high values of the Fisher information matrix represent the areas of the domain that are well
constrained by the observations. Comparing Figure 5 (or Figure S5) to Figure 1, we see that the measure-
ments on both days are capable of constraining the emissions throughout the Haynesville region, especially
in the northern part of the domain where most of the sources are located (more information of individual
sources in the domain refer to Table S1 and Figure S7 in the supporting information).

The various estimates of basin-wide CH, emissions, derived from aggregating our posterior estimates of CH,
surface fluxes in the domain in different ways, are shown in Figure 6. Inversions for each flight for both days
with each transport simulation and each optimization algorithm are shown in Figure 6a. We combine inver-
sion analyses of the four transport simulation cases to obtain inversions for each day for the posterior mode,
median, and mean (Figure 6b). The differences among center point values of the solutions in the mode, med-
ian, and mean characterize a skewed distribution of the basin-wide CH,4 emissions. The comprehensive
inversion estimates in this work provide a new way to characterize CH, emission rates for an O/NG produc-
tion basin that allows for such non-Gaussian behavior.

To better constrain the lognormal distributed emissions, we combine the range of three solutions of the
mode, median and mean to derive the basin-wide total CH, emissions to be 79 (55-107 at 95% HDI) on 10
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Figure 5. The maps represent the Fisher information matrix weighted by the maximum value of the matrix, at a spatial
resolution of 0.1 x 0.1°. Here examples are based on the WRF1 transport models (results from the other three meteoro-
logical model configurations are shown in Figure S5).
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Figure 6. Comprehensive estimates of domain-wide CH, emissions in the Haynesville o0il and gas production region:
(a) inversions from each of the four meteorological configurations and each of the three optimized statistical measures
for the two flights; (b) combined inversions of the four meteorological configurations for the two flights; (c) combined
inversions of the four meteorological configurations and three statistical measures for the two flights; and (d) the
comparisons of overall posterior estimates combining all of our inversions (Figure 3), the previous top-down studies, and
the prior estimates in the same domain.

June and 57 (50-101 at 95% HDI) on 25 June (Figure 6¢) respectively. Although the center point estimates on
10 June appear higher than those on 25 June, which may suggest a possible day-to-day variability in the
basin-wide emissions, the large associated uncertainties degrade the statistical significance of this difference.
The magnitude of the variability is comparable to a day-to-day variability noted in previous studies in the
Fayetteville O/NG basin (Schwietzke et al., 2017). Further measurements beyond this aircraft campaign
evaluated in the work are required to fully investigate the temporal variability of emissions in the basin
(Vaughn et al., 2018).

When we combine inversions for both flights based on multiple transport models for each inverse modeling
formulation, we derive a total CH, emission of 76 metric tons/hr in the Haynesville-Bossier O/NG drilling
region. Our lower and upper bound uncertainties are 51 and 104 metric tons/hr, based on the posterior's
95% HDI (Figures 6d and 4). In comparison (Figure 6d), the prior inventory from Maasakkers et al.
(2016), which is based on EPA’s 2012 Greenhouse Gas Inventory, has a domain-wide emission of 57 metric
tons CHy/hr, which falls within our top-down uncertainty range but is close to the lower bound (Figure 6d).
Overall, our posterior estimates are 133% (89-182% at 95% HDI) of the bottom-up estimate from Maasakkers
et al. (2016).

3.2. Cross-Comparisons Among Three Top-Down Approaches

Peischl et al. (2015) used the mass balance approach to obtain a total emission of 80 + 27 metric tons CH,/hr
in the same Haynesville-Bossier O/NG drilling domain for 25 June. Yuan et al. (2015) used the eddy covar-
iance method to estimate emissions of 97 + 21 metric tons CH,/hr in the same domain on 25 June
(Figure 6d). Both of the previous two studies reported problems in estimating emissions for 10 June, so that
estimates of day-to-day emission variability using these other top-down methods could not be made. Our
estimates and these previous studies are comparable in magnitude. Inversion results for 25 June in our study
are smaller than the mass balance estimates, while the estimates from the eddy covariance method are some-

what higher than the mass balance estimate. In general, the three top-

down estimates are consistent with one another within the
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Figure 7. Posterior emission estimates of CH4 for the four Haynesville
quadrants shown in Figure 1. Emission estimates and associated uncer-
tainties shown here are ensemble values of four meteorological configura-
tions and three optimized statistical measures.

cient to constrain the emissions in each model grid cell of the domain (see
section 3.1). So we divide the Haynesville region into four quadrants
(Figure 1) based on the distribution of wells (see Figure 3 of Peischl et al.,
2015) and the border between Texas and Louisiana. Figure 7 shows the
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prior and the constrained emission estimates of CH, from all inversions for the four quadrants of the domain
for each flight. The northern part of the domain contributes 76% of total basin-wide CH,4 emissions in the
prior inventory. This part of the domain is associated with high values of the Fisher information matrix
(Figure 5) and is therefore well constrained by our inversions. The northwestern quadrant contains many
active conventional and unconventional gas wells and is the largest emitting area (25 metric tons/hr) in
the prior inventory. Our inversions for the northwestern quadrant on both 10 and 25 June estimate some-
what lower emission rates than the prior estimate, with center point values of the inversions 20-24% lower
than the prior.

The northeastern quadrant has most of the active unconventional gas wells and is the second highest emit-
ting part of the basin according to the prior estimate. However, we estimate that the northeastern quadrant
has the highest CH, emissions in the domain using our inverse modeling based on the aircraft measure-
ments. The northeastern quadrant shows the largest differences in emissions between the two flight days,
as well as the largest departure of the posterior value from prior emission estimate. In the northeastern
quadrant, our inversions for the 10 and 25 June flights yield 42 (95% HDI: 22-51) and 28 (95% HDI: 21-
37) metric tons CHy/hr, respectively. Our posterior values are higher than the prior (19 metric tons/hr)
by factors of 1.5-2.2 for the center point values, although the large associated uncertainties degrade the sta-
tistical significance of these differences. In the Haynesville-Bossier area, Peischl et al. (2015) estimated that
other sources, such as livestock, point sources, and coal mines, contribute a relatively small fraction of the
total basin-wide CH, emissions in the domain. Based on our inversion analysis, we suggest that future work
could focus on better quantifying CH, emissions from unconventional wells in the northeastern quadrant
of the domain, together with CH,4 emissions from the city of Shreveport, Louisiana, which is also located in
that quadrant.

4. Conclusions

O/NG production is a major sector of U.S. CH, emissions, contributing the largest fraction of CH, emis-
sions from the O/NG industry. Targeting CH, emissions for reductions requires accurate accounting of
the contributions from this sector. In the summer of 2013, a NOAA aircraft participating in the SENEX
field campaign flew over the Haynesville-Bossier O/NG production basin on two different days along
similar east-west flight paths. Peischl et al. (2015) and Yuan et al. (2015) previously used the mass balance
and eddy covariance techniques, respectively, to quantify total CH, emissions for this basin using these
aircraft measurements. In this study, we use the same aircraft measurements in an alternative
model-based inverse method over the same domain to quantify the CH, emission fluxes and investigate
the spatial and temporal variability in the emissions. We employ multiple transport models, solving for
the median, mean, and mode with lognormal-based cost functions and use a resampling uncertainty
quantification approach.

We estimate that the Haynesville-Bossier basin's CH, emission is 76 metric tons/hr, with a 95% probability of
falling in the range of 51-104 metric tons/hr. Our estimate corresponds to 133% (89-182%) of a bottom-up
estimate based on a gridded 2012 U.S. EPA GHG inventory (Maasakkers et al., 2016). Our comprehensive
inversion analysis relies on non-Gaussian posterior distributions that represent CH, emissions from
O/NG production involving “super emitters” or abnormal operating conditions.

We find a variation between two days of CH, emissions in the Haynesville-Bossier O/NG production basin,
which is within the uncertainties associated with the inversion calculations and therefore not significant.
More measurements are necessary in the future to fully characterize temporal variation of emissions in
this basin.

Based on our spatially resolved inversion results, we find the largest discrepancy between our analysis and
the prior inventory is in the northeastern quadrant of the Haynesville basin, associated with a high density of
unconventional wells; the posterior emission is a factor of 1.5-2.2 higher than the prior estimate in
this quadrant.

Overall, our study demonstrates the importance and feasibility of uncertainty characterization of O/NG pro-
duction emissions using aircraft observations and a comprehensive inversion analysis, which could be
applied in future analyses.
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