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# The full quotient and its closure property for regular languages 

Teodor Knapik *, Étienne Payet ${ }^{1}$<br>Université de la Réunion, BP 7151, 97715 Saint Denis Messag. Cedex 9, France


#### Abstract

A new operation on languages, called the full quotient, is defined. The closure property for regular languages under this operation is established. An algorithm is given that constructs a finite automaton recognizing the full quotient of two regular languages. The time complexity of the algorithm is proportional to the product of the number of states of the input automata. Several additional properties of the full quotient are investigated.


## 1. Introduction

This article is devoted to the presentation of a new operation on languages that is called the full quotient. This operation is derived from the quotient defined e.g. in [2], also called residual in [3] or derivative in [1]. Roughly speaking, the full quotient is defined as a subset of the usual quotient, each element of which satisfies a kind of minimality condition. Similarly to the quotient, full quotient has two forms: left and right.

Our interest in this operation is motivated by its relationship to the topic we are currently investigating, namely, the string rewriting of regular sets of words using rightmost and leftmost reduction strategy. Nevertheless, the full quotient seems general enough to be introduced separately in the present paper.

The closure property of the family of regular languages under full quotient is proved in this article. The reader is provided with an algorithm constructing

[^0]a finite automaton recognizing the left full quotient of two regular languages. The time complexity of this algorithm is also given.

## 2. Basic definitions

The reader is expected to have a smattering of finite automata and formal languages. Nevertheless, a few basic definitions from these topics are recalled in the sequel.

From now on, suppose that every word or language considered is built over a finite alphabet $A$. Given a word $w$, the set of its non-empty prefixes (respectively, suffixes), written $\operatorname{pref}_{+}(w)$ (respectively, suff $_{+}(w)$ ), is defined as follows:
$\operatorname{pref}_{+}(w)=\left\{u \in A^{+} \mid \exists v \in A^{*} . u v=w\right\}$
(respectively,
$\left.\operatorname{suff}_{+}(w)=\left\{v \in A^{+} \mid \exists u \in A^{*} . u v=w\right\}\right)$.

The set $\operatorname{pref}_{+}(w) \cup\{\varepsilon\}$ of all prefixes of $w$, including the empty word $\varepsilon$, is written $\operatorname{pref}(w)$.

Let $M$ and $N$ be two languages. The left quotient (respectively, right quotient) of $N$ by $M$, written $M \backslash N$ (respectively, $N / M$ ), is defined as follows:
$M \backslash N=\left\{u \in A^{*} \mid \exists w \in M . w u \in N\right\}$
(respectively,
$\left.N / M=\left\{u \in A^{*} \mid \exists w \in M . u w \in N\right\}\right)$.
A finite deterministic automaton on $A$ is given by a finite set $Q$ of states, an element $q_{0}$ of $Q$ called the initial state, a subset $F$ of $Q$ called the set of final states and a transition function $\delta$ from $Q \times A$ to $Q$. A finite deterministic automaton is said to be complete if its transition function is total. A finite deterministic automaton is noted as a quadruple ( $Q, \delta, q_{0}, F$ ).

A path in the finite deterministic automaton $\mathcal{A}=\left(Q_{\mathcal{A}}, \delta_{\mathcal{A}}, q_{0_{\mathcal{A}}}, F_{\mathcal{A}}\right)$ is a word $t_{1} \ldots t_{n}$ in $\left(Q_{\mathcal{A}} \times A \times Q_{\mathcal{A}}\right)^{*}$ such that for all $i \in\{1, \ldots, n\}$, $t_{i}=\left(q_{i}, a_{i}, q_{i+1}\right)$ and $q_{i+1}=\delta_{\mathcal{A}}\left(q_{i}, a_{i}\right)$. The word $a_{1} a_{2} \ldots a_{n}$ is the label of the path, the state $q_{1}$ its origin and the state $q_{n+1}$ its end. A word is said to be recognized by $\mathcal{A}$ if it is the label of a path in $\mathcal{A}$, the origin of which is $q_{0_{\mathcal{A}}}$ and the end of which belongs to $F_{\mathcal{A}}$. The language $\mathcal{L}(A)$ of $\mathcal{A}$ is the set of all the words recognized by $\mathcal{A}$. A state of $\mathcal{A}$ is said to be reachable if it is the end of a path from $q_{0_{A}}$ in $\mathcal{A}$. The set of all the reachable states of $\mathcal{A}$ is written $R_{\mathcal{A}}$.

## 3. Full quotient and its closure property for regular languages

Assume that one is interested in the following problem: given a language $M$ and a word $x$, find a word $u$ such that $w u=x$ and $w$ is the maximal element of $M \cap \operatorname{pref}(x)$. Then, $u$ may be seen as a result of a partial operation " $\backslash$ " involving $M$ and $x$, that is, $u=$ $M \backslash x$. Such an operation may be naturally extended to languages by setting $M \backslash N=\bigcup_{x \in N} M \backslash x$ for $N \subseteq$ $A^{*}$. The operation " $\backslash$ " is precisely defined as follows.

Definition 1. The left full quotient (respectively, right full quotient) of $N \subseteq A^{*}$ by $M \subseteq A^{*}$, written $M \backslash N$ (respectively, $N / / M$ ), is defined as follows:

$$
\begin{aligned}
& M \backslash N=\left\{u \in A^{*} \mid \exists w \in M, w u \in N\right. \\
&\left.\wedge \forall v \in \operatorname{pref}_{+}(u) \cdot w v \notin M\right\}
\end{aligned}
$$

(respectively,

$$
\begin{aligned}
& N / / M=\left\{u \in A^{*} \mid \exists w \in M . u w \in N\right. \\
&\left.\left.\wedge \forall v \in \operatorname{suff}_{+}(u) . v w \notin M\right\}\right) .
\end{aligned}
$$

The following example illustrates the concepts introduced above.

Example 2. Let $A=\{a, b\}$ be an alphabet and $M=$ $a(b a)^{*}$ and $N=a(a+b)^{*}$ be two languages over $A$.

First, notice that any word $u$ in $A^{*}$ and any word $w$ in $M$ are such that $w u \in N$. However, $u$ belongs to $M \backslash N$ only if it satisfies the condition on prefixes, that is, only if it is not in $(b a)^{+}(a+b)^{*}$. Therefore, $u$ must be an element of $\varepsilon+b+(a+b b)(a+b)^{*}$. Since every element of the latter set is in $M \backslash N$, we have $M \backslash N=\varepsilon+b+(a+b b)(a+b)^{*}$.

Similar reasoning yields $N / / M=\varepsilon+a(a+b)^{*}(a+$ $b b)$.

One common mistake about the left full quotient is to believe that $M \backslash N=\operatorname{Min}_{\text {suff }}(M \backslash N)$ or $M \backslash N=\operatorname{Max}_{\text {pref }}(M) \backslash N$ where $\mathrm{Min}_{\text {suff }}$ (respectively, $\left.\mathrm{Max}_{\text {pref }}\right)$ stands for the restriction to the minimal elements with respect to the suffix ordering (respectively, maximal elements with respect to the prefix ordering). It is not too difficult to show that both $\operatorname{Min}_{\text {suff }}\left(M \backslash N\right.$ ) and $\operatorname{Max}_{\text {pref }}(M) \backslash N$ are included in $M \backslash N$, but these inclusions may be proper. The latter assertion may be checked by taking $M=\{a, b, a b\}$ and $N=\{a a a, a b a, a b b, b b a\}$. In fact, considering the subset of $M \backslash N$ of "non-left full quotients", that is,

$$
\begin{aligned}
M X N=\left\{u \in A^{*} \mid \exists w\right. & \in M . w u \in N \\
& \left.\wedge \exists v \in \operatorname{pref}_{+}(u) . w v \in M\right\},
\end{aligned}
$$

the relation between $M \backslash N$ and $M \backslash N$ can be written
$M \backslash N=M \backslash N \cup M X N$.
Notice that $M \backslash N$ and $M X N$ are not always disjoint sets. As a proof, consider languages $M=\{a, b, b a\}$ and $N=\{a a b, b a b\}$ : we have $a b \in M \backslash N \cap M X N$.

Analogous comments relevant to the right full quotient are omitted.

If $w$ is a word, $w^{\mathrm{R}}$ is the word $w$ written backward. This notation is extended to sets of words: $M^{\mathrm{R}}=$
$\bigcup_{w \in M}\left(\left\{w^{\mathrm{R}}\right\}\right)$. Considering the definitions above, the following result is rather obvious.

Proposition 3. Let $M \subseteq A^{*}$ and $N \subseteq A^{*}$. Then $(M / / N)^{\mathrm{R}}=N^{\mathrm{R}} \backslash M^{\mathrm{R}}$.

The main result of this article is the following.

## Theorem 4. The family of regular languages is closed

 under full quotient.Proof. In Section 4, a finite automaton that recognizes the left full quotient of two regular languages is constructed. As far as the right full quotient is concerned, the proof comes from this construction and Proposition 3.

Notice that the family of regular languages is not closed under full quotient with arbitrary languages, unlike the usual quotient. It comes from the next example that the left full quotient of a regular language by a deterministic context free language is not necessarily regular.

Example 5. Consider alphabet $A=\{a, b\}$ and languages $R=a^{+} b^{+} a^{+} b^{+}$and $L=\left\{a^{n} b^{n} a^{m} b^{m} \mid n \in\right.$ $\mathbb{N} \backslash\{0\}, m \in \mathbb{N}\}$. Then
$L \backslash R=\{\varepsilon\} \cup b^{+} \cup b^{+} a^{+} b^{+} \cup\left\{a^{n} b^{m} \mid n>m>0\right\}$.
Indeed any word $w=a^{n} b^{n}$ in $L$ can be completed with a word $u=b^{i} a^{j} b^{k}$ (where $j \neq 0$ and $k \neq 0$ ) to get a word of $R$. However, in order to satisfy the prefixbased condition, $i, j$ and $k$ must verify $i \neq 0$ or ( $i=$ $0) \wedge(j>k)$ (i.e., every word $a^{j} b^{k}$ with $j \leqslant k$ is not in $L \backslash R$ because its prefix $a^{j} b^{j}$ is such that $a^{n} b^{n} a^{j} b^{j}$ is in $L$ ). Moreover, notice that any word $w=a^{n} b^{n} a^{m} b^{m}$ in $L$ can be completed with a word $u=b^{i}$ with $i \neq 0$.

## 4. Construction of a finite automaton recognizing left full quotient of two regular languages

In this section, a construction of a finite automaton $\mathcal{C}$ recognizing the left full quotient of a regular language $N$ by a regular language $M$ is described. In order to show the correction of this construction, two automata, $\mathcal{A}$ and $\mathcal{B}$, are built. Automaton $\mathcal{A}$, in which $M$-prefixed words of $N$ are easily distin-
guishable, is constructed first. Then $\mathcal{B}$ is built from $\mathcal{A}$; it recognizes all words obtained when removing, from $M$-prefixed words of $N$, the prefixes in $M$. Finally, $\mathcal{C}$ is built from $\mathcal{B}$. A straightforward algorithm producing an automaton recognizing $M \backslash N$ is provided in Section 5. It relies on the constructions of $\mathcal{A}$ and $\mathcal{B}$.

Automata $\mathcal{M}$ and $\mathcal{N}$. Let $\mathcal{M}=\left(Q_{\mathcal{M}}, \delta_{\mathcal{M}}, q_{0_{\mathcal{M}}}\right.$, $\left.F_{\mathcal{M}}\right)$ and $\mathcal{N}=\left(Q_{\mathcal{N}}, \delta_{\mathcal{N}}, q_{0_{\mathcal{N}}}, F_{\mathcal{N}}\right)$ be two finite deterministic complete automata recognizing $M$ and $N$ respectively.

Automaton $\mathcal{A}$. $\mathcal{A}$ is built according to the standard construction of the automaton recognizing $\mathcal{L}(\mathcal{M}) \cap$ $\mathcal{L}(\mathcal{N})$, except that the final states of $\mathcal{A}$ are $Q_{\mathcal{M}} \times F_{\mathcal{N}}$. Formally,

$$
\begin{aligned}
\mathcal{A} & =\left(Q_{\mathcal{A}}, \delta_{\mathcal{A}}, q_{0_{\mathcal{A}}}, F_{\mathcal{A}}\right) \\
& =\left(Q_{\mathcal{M}} \times Q_{\mathcal{N}}, \delta_{\mathcal{M} \| N},\left(q_{0_{\mathcal{M}}}, q_{0_{\mathcal{N}}}\right), Q_{\mathcal{M}} \times F_{\mathcal{N}}\right)
\end{aligned}
$$

where $\delta_{\mathcal{M} \| N}$, that simulates the synchronized working of $\mathcal{M}$ and $\mathcal{N}$, is defined as follows:
$\delta_{\mathcal{M} \| \mathcal{N}}:\left(Q_{\mathcal{M}} \times Q_{\mathcal{N}}\right) \times A \rightarrow Q_{\mathcal{M}} \times Q_{\mathcal{N}}$, $\left(\left(q, q^{\prime}\right), a\right) \mapsto\left(\delta_{\mathcal{M}}(q, a), \delta_{\mathcal{N}}\left(q^{\prime}, a\right)\right)$.

It is easy to see that $\mathcal{L}(A)=\mathcal{L}(N)$.
Note 1. Obviously, changing the final states of $\mathcal{A}$ into $F_{\mathcal{M}} \times Q_{\mathcal{N}}$, one gets an automaton recognizing $\mathcal{L}(M)$. Consequently, every word of $N$ that is $M$-prefixed is recognized along a path of $\mathcal{A}$ passing through a state $f \in F_{\mathcal{M}} \times Q_{\mathcal{N}}$ (and that the prefix in $M$ is recognized at $f$ ).

Automaton $\mathcal{B}$. Careful readers will notice that automaton $\mathcal{B}$ defined below is not deterministic, unlike automata $\mathcal{M}, \mathcal{N}$ and $\mathcal{A}$. Indeed, although $\delta_{\mathcal{B}}$ is a function, $\mathcal{B}$ is provided with a set of initial states. Consequently, a word $u$ is recognized by $\mathcal{B}$ if it is the label of a path from an initial state to a final state of $\mathcal{B}$.

Now the interest lies in the recognition of the words obtained when removing prefixes belonging to $M$ from every word of $N$. In view of Note 1, these words are the labels of all the paths in $\mathcal{A}$ from $\left(F_{\mathcal{M}} \times Q_{\mathcal{N}}\right) \cap R_{\mathcal{A}}$ to $F_{\mathcal{A}}$. It is important to only consider the elements
of $F_{\mathcal{M}} \times Q_{\mathcal{N}}$ that belong to $R_{\mathcal{A}}$; if not, some words $u$ such that there is no $w$ in $A^{*}$ satisfying $w u \in N$ could be taken into account.

Let $\mathcal{B}$ be the automaton ( $Q_{\mathcal{B}}, \delta_{\mathcal{B}}, Q_{0_{\mathcal{B}}}, F_{\mathcal{B}}$ ) where $Q_{\mathcal{B}}=Q_{\mathcal{M}} \times Q_{\mathcal{N}}, \delta_{\mathcal{B}}=\delta_{\mathcal{A}}, Q_{0_{\mathcal{B}}}=\left(F_{\mathcal{M}} \times Q_{\mathcal{N}}\right) \cap R_{\mathcal{A}}$ and $F_{\mathcal{B}}=F_{\mathcal{A}}$.

It is not too difficult to realize that

$$
\begin{align*}
\mathcal{L}(B) & =\left\{u \in A^{*} \mid \exists w \in \mathcal{L}(\mathcal{M}) . w u \in \mathcal{L}(\mathcal{N})\right\} \\
& =M \backslash N \tag{1}
\end{align*}
$$

Consequently, we have $\mathcal{L}(\mathcal{M}) \backslash \mathcal{L}(\mathcal{N}) \subseteq \mathcal{L}(\mathcal{B})$. The next definition helps characterizing the subset of $\mathcal{L}(\mathcal{B})$ that is exactly $\mathcal{L}(\mathcal{M}) \backslash \backslash \mathcal{L}(\mathcal{N})$.

Definition 6. A path in $\mathcal{B}$ has a suffix- $\mathcal{M}$ prefix if it has a non-empty prefix, the end of which is in $F_{\mathcal{M}} \times$ $Q_{\mathcal{N}}$.

The next lemma comes from the above construction of $\mathcal{B}$ from $\mathcal{A}$ and from the definition of " $\backslash$ ".

Lemma 7. Let $u$ be a word in $\mathcal{L}(\mathcal{B})$. Then, $u$ is a word of $\mathcal{L}(\mathcal{M}) \backslash \mathcal{L}(\mathcal{N})$ if and only if it is the label of a path from $Q_{0_{B}}$ to $F_{\mathcal{B}}$ that has no suffix- $\mathcal{M}$ prefix.

Proof. Let $u$ be a word in $\mathcal{L}(\mathcal{B})$. Then, $u$ is the label of a path $P_{u}$ in $\mathcal{B}$, the origin of which is in $Q_{0_{\mathcal{B}}}$ and the end of which is in $F_{\mathcal{B}}$.

First, suppose that $u$ is a word in $\mathcal{L}(\mathcal{M}) \backslash \mathcal{L}(\mathcal{N})$. Then, there exists $w$ in $\mathcal{L}(\mathcal{M})$ such that $w u$ is $\mathcal{L}(\mathcal{N})$ and that for all $v$ in $\operatorname{pref}_{+}(u), w v$ is not in $\mathcal{L}(\mathcal{M})$ (a). If $P_{u}$ had a suffix- $\mathcal{M}$ prefix $P_{v}$ the label of which is $v$, we would have $v \in \operatorname{pref}_{+}(u)$ and $w v \in \mathcal{L}(\mathcal{M})$ (according to suffix $-\mathcal{M}$ prefix definition), which contradicts sentence (a) above. So, $P_{u}$ has no suffix- $\mathcal{M}$ prefix.

Now, suppose that $P_{u}$ has no suffix- $\mathcal{M}$ prefix. As $u$ is in $\mathcal{L}(\mathcal{B})=M \backslash N$. there exists $w$ in $\mathcal{L}(\mathcal{M})$ such that $w u$ is in $\mathcal{L}(\mathcal{N})$. But $P_{u}$ has no non-empty prefix ending in $F_{\mathcal{M}} \times Q_{\mathcal{N}}$. Consequently, for all $v$ in pref $_{+}(u)$, wv does not belong to $\mathcal{L}(\mathcal{M})$. So, $u$ is in $\mathcal{L}(\mathcal{M}) \ \mathcal{L}(\mathcal{N})$.

Therefore, removing from $\mathcal{B}$ all the suffix- $\mathcal{M}$ prefixes, one can get an automaton recognizing $\mathcal{L}(\mathcal{M}) \backslash \mathcal{L}(\mathcal{N})$. Construction of automaton $\mathcal{C}$ given below takes its inspiration from this note.

Automaton $\mathcal{C}$. Let $\mathcal{C}$ be the automaton ( $Q_{\mathcal{C}}, \delta_{\mathcal{C}}, Q_{0_{c}}$, $F_{\mathcal{C}}$ ) where $Q_{\mathcal{C}}=Q_{\mathcal{B}}, Q_{0_{\mathcal{C}}}=Q_{0_{B}}, F_{\mathcal{C}}=F_{\mathcal{B}}$ and $\delta_{\mathcal{C}}$ is defined by

$$
\begin{aligned}
& \delta_{C}(q, a)=q^{\prime} \\
& \Leftrightarrow \quad\left(\delta_{\mathcal{A}}(q, a)=q^{\prime} \text { and } q^{\prime} \notin F_{\mathcal{M}} \times Q_{\mathcal{N}}\right)
\end{aligned}
$$

Notice that, as automaton $\mathcal{B}, \mathcal{C}$ is non-deterministic with respect to the initial state. Due to Lemma 7, the next proposition holds.

Proposition 8. $\mathcal{L}(\mathcal{C})=\mathcal{L}(\mathcal{M}) \backslash \mathcal{L}(\mathcal{N})$.
Proof. Let $u$ be a word in $\mathcal{L}(\mathcal{M}) \backslash \backslash \mathcal{L}(\mathcal{N})$. Then, because of (1), $u$ is recognized by $\mathcal{B}$ along a path $P_{u}$ from $Q_{0_{\mathcal{B}}}$ to $F_{\mathcal{B}}$. According to Lemma 7, $P_{u}$ has no suffix- $\mathcal{M}$ prefix, that is, $P_{u}$ is of the form $\left(q_{1}, a_{1}, q_{2}\right) \ldots\left(q_{n}, a_{n}, q_{n+1}\right)$ with $q_{i+1}=\delta_{\mathcal{B}}\left(q_{i}, a_{i}\right)$ for all $i$ in $\{1, \ldots, n\}$ and $q_{i}$ is not in $F_{\mathcal{M}} \times Q_{\mathcal{N}}$ for all $i$ in $\{2, \ldots, n+1\}$. So, for all $i$ in $\{1, \ldots, n\}$, we have $q_{i+1}=\delta_{\mathcal{C}}\left(q_{i}, a_{i}\right)$ due to the definition of $\delta_{\mathcal{C}}$. Consequently, and by definition of $Q_{0_{c}}$ and $F_{\mathcal{C}}, P_{u}$ is a path in $\mathcal{C}$ from $Q_{0_{\mathcal{C}}}$ to $F_{\mathcal{C}}$, that is, $u$ is a word of $\mathcal{L}(\mathcal{C})$.

Now, if $u$ is a word in $\mathcal{L}(\mathcal{C})$, then it is the label of a path $P_{u}$ in $\mathcal{C}$ from $Q_{0_{\mathcal{C}}}$ to $F_{\mathcal{C}}$. According to $\delta_{\mathcal{C}}$ definition, $P_{u}$ does not pass through a state of $F_{\mathcal{M}} \times$ $Q_{\mathcal{N}}$, except for its origin which is in this latter set. Consequently, $P_{u}$ has no suffix- $\mathcal{M}$ prefix. As $P_{u}$ is also a path in $\mathcal{B}$ from $Q_{0_{\mathcal{B}}}$ to $F_{\mathcal{B}}$ (by definition of automaton $\mathcal{C}$ ), we can state, due to Lemma 7, that $u$ is a word of $\mathcal{L}(\mathcal{M}) \backslash \mathcal{L}(\mathcal{N})$.

## 5. A straightforward algorithm

A straightforward algorithm constructing an automaton recognizing the left full quotient of two regular languages $M$ and $N$ is now provided. The basis of the present work lies on the automata of the previous section. In view of the definition of automaton $\mathcal{C}$, the reachable states of $\mathcal{A}$ have to be considered. This leads to the following definition.

Definition 9. The reachable part of $\mathcal{A}$ is the automaton
$\mathcal{R P}(\mathcal{A})=\left(R_{\mathcal{A}}, \delta_{\mathcal{R P}(\mathcal{A})}, q_{0_{\mathcal{A}}}, F_{\mathcal{A}} \cap R_{\mathcal{A}}\right)$,

```
Left-full-quotient \(\left(\left(Q_{\mathcal{M}}, \delta_{\mathcal{M}}, q_{0_{\mathcal{M}}}, F_{\mathcal{M}}\right),\left(Q_{\mathcal{N}}, \delta_{\mathcal{N}}, q_{0_{\mathcal{N}}}, F_{\mathcal{N}}\right)\right)\)
    StatesQueue \(:=\) Empty-queue;
    Enqueue ( \(\left(q_{0_{\mu}}, q_{0_{N}}\right)\),StatesQueue);
    \(Q:=\{ \} ; \delta:=\{ \} ; Q_{0}:=\{ \} ; F:=\{ \} ;\)
    while \([\neg\) Empty? (StatesQueue) \(]\) do
        ( \(q_{\mathcal{M}}, q_{\mathcal{N}}\) ) := Head(StatesQueue);
        StatesQueue := Dequeue(StatesQueue);
        if \(\left[\left(q_{\mathcal{M}}, q_{\mathcal{N}}\right) \notin Q\right]\) then \(\quad \%\) (i)
            \(Q:=Q \cup\left\{\left(q_{\mathcal{M}}, q_{\mathcal{N}}\right)\right\} ;\)
            if \(\left[q_{\mathcal{M}} \in F_{\mathcal{M}}\right]\) then \(Q_{0}:=Q_{0} \cup\left\{\left(q_{\mathcal{M}}, q_{\mathcal{N}}\right)\right\}\) end if;
            if \(\left\{q_{\mathcal{N}} \in F_{\mathcal{N}}\right]\) then \(F:=F \cup\left\{\left(q_{\mathcal{M}}, q_{\mathcal{N}}\right)\right\}\) end if;
            for each \(\left(q_{\mathcal{M}}, a, q_{\mathcal{M}}^{\prime}\right) \in \delta_{\mathcal{M}}\left(q_{\mathcal{M}}\right)\) do
                \(\left(q_{\mathcal{N}}, a, q_{\mathcal{N}}^{\prime}\right):=\delta_{\mathcal{N}}\left(q_{\mathcal{N}}, a\right) ;\)
                if \(\left[q_{\mathcal{M}}^{\prime} \notin F_{\mathcal{M}}\right.\) ] then
                    \(\delta:=\delta \cup\left\{\left(\left(q_{\mathcal{M}}, q_{\mathcal{N}}\right), a,\left(q_{\mathcal{M}}^{\prime}, q_{\mathcal{N}}^{\prime}\right)\right)\right\} ;\)
                        Enqueue \(\left(\left(q_{\mathcal{M}}^{\prime}, q_{\mathcal{N}}^{\prime}\right)\right.\),StatesQueue);
                end if;
            end for;
        end if; \% (ii)
    end while;
    return ( \(Q, \delta, Q_{0}, F\) );
end Left-full-quotient;
```

Fig. 1. Algorithm Left-full-quotient.
where $R_{\mathcal{A}}$ is the set of all the reachable states of $\mathcal{A}$ as defined in Section 2 and $\delta_{\mathcal{R P}(\mathcal{A})}$ is the part of $\delta_{\mathcal{A}}$ each element of which has its extremities in $R_{\mathcal{A}}$.

Suppose automaton $\mathcal{R} \mathcal{P}(\mathcal{A})$ has been constructed. Then $Q_{0_{\mathcal{B}}}$ is easily obtained, and automaton $\left(R_{\mathcal{A}}, \delta_{\mathcal{R P}(\mathcal{A})}, Q_{0_{\mathcal{B}}}, F_{\mathcal{A}} \cap R_{\mathcal{A}}\right)$ can be built. Let $\delta_{\mathcal{R P}(\mathcal{A})}^{\prime}$ be the set of all the transitions of $\delta_{\mathcal{R P}(, \mathcal{A})}$ that do not lead to a state of $F_{\mathcal{M}} \times Q_{\mathcal{N}}$. Automaton $\mathcal{D}=\left(R_{\mathcal{A}}, \delta_{\mathcal{R} \mathcal{P}(\mathcal{A})}^{\prime}, Q_{0_{\mathcal{B}}}, F_{\mathcal{A}} \cap R_{\mathcal{A}}\right)$ clearly verifies $\mathcal{L}(\mathcal{D})=\mathcal{L}(\mathcal{C})$ due to the definition of $\mathcal{C}$.

The algorithm. In the following, transition functions $\delta$ are viewed as sets of transitions (that is as relations); therefore, $\left(q, a, q^{\prime}\right) \in \delta$ stands for $\delta(q, a)=q^{\prime}$.

The algorithm is given in Fig. 1. It constructs $\mathcal{D}$ in a "breadth-first" way from automata $\mathcal{M}$ and $\mathcal{N}$. It starts from the initial state $\left(q_{0_{\mathcal{M}}}, q_{0_{\mathcal{N}}}\right)$ of $\mathcal{R} \mathcal{P}(\mathcal{A})$ : it looks for each pair $\left(\left(q_{0_{\mathcal{M}}}, a, q\right),\left(q_{0_{\mathcal{N}}}, a, q^{\prime}\right)\right) \in$ $\delta_{\mathcal{M}} \times \delta_{\mathcal{N}}$ and, if $q \notin F_{\mathcal{M}}$, it constructs the transition $\left(\left(q_{0_{\mathcal{M}}}, q_{0_{\mathcal{N}}}\right), a,\left(q, q^{\prime}\right)\right)$ of $\delta_{\mathcal{R P}(\mathcal{A})}^{\prime}$ and stores $\left(q, q^{\prime}\right)$
in a queue. When every pair has been processed, the algorithm goes on with the state on the head of the queue.

The algorithm makes use of two particular functions, $\delta_{\mathcal{M}}(q)$ and $\delta_{\mathcal{N}}(q, a)$. The first one yields the sct of transitions of $\mathcal{M}$, the starting state of which is $q$. The second one returns the transition of $\mathcal{N}$, the starting state and label of which is, respectively, $q$ and $a$.

Time complexity of the algorithm. Every membership test, as well as computations of $\delta_{\mathcal{M}}(q)$ and $\delta_{\mathcal{N}}(q, a)$, are assumed to be basic operations.

The set of instructions from (i) to (ii) is executed at most $\left|Q_{\mathcal{M}}\right| \cdot\left|Q_{\mathcal{N}}\right|$ times. Moreover, for one state ( $q, q^{\prime}$ ) of the queue, the for loop is repeated exactly $|A|$ times because $\mathcal{M}$ is a deterministic complete automaton.

The maximum amount of states that get through the queue is now computed. This amount is obtained supposing that, each time a state ( $q, q^{\prime}$ ) is dealt with,
$|A|$ transitions are built for $\mathcal{A}$, that is, $|A|$ states are enqueued. This leads, on the whole, to a maximum amount of $\left|Q_{\mathcal{M}}\right| \cdot\left|Q_{\mathcal{N}}\right| \cdot|A|$ states. Thus, the while loop is repeated at most $\left|Q_{\mathcal{M}}\right| \cdot\left|Q_{\mathcal{N}}\right| \cdot|A|$ times. The following proposition has been established.

Proposition. The time complexity of the algorithm Left-full-quotient is in $\mathrm{O}\left(\left|Q_{\mathcal{M}}\right| \cdot\left|Q_{\mathcal{N}}\right|\right)$.

## 6. Conclusion

A binary operation on languages, named full quotient due to its similarity to usual quotient, has been introduced. This similarity is not very deep, since, as shown in Section 3, the family of regular languages is not closed under full quotient with an arbitrary language. However, the main result of this paper establishes that the full quotient of two regular languages is regular. With this aim in view, a construction of an automaton recognizing the full quotient has been described. From this construction, an algorithm has been derived, the time complexity of which is proportional to the product of the number of states of the initial automata.

Closure properties of other families of languages under full quotient have not been investigated. Moreover, one should ask whether the full quotient may be expressed as a finite combination of some familiar operations on languages. A positive answer to that question is rather dubious. In other words, it can be believed that in a sense the full quotient is an elementary operation.
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